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Abstract. We introduce and study a new class of linear control systems called patterned
systems. Mathematically, this class has the property that the state, input and output
transformations of the linear state space model are all functions of a common base trans-
formation. The motivation for studying such systems arises from their interpretation as a
collection of identical subsystems with a pattern of interaction between subsystems that is
imprinted by the base transformation. From a control perspective, the objective is to pro-
vide synthesis methods for feedbacks that preserve the system pattern. Patterned systems
may provide a template for the development of a more unified framework for dealing with
systems, typically distributed, that consist of subsystems interacting via a fixed pattern.

1. Introduction

Complex systems that are made of a large number of simple subsystems with simple pat-
terns of interaction arise frequently in natural and engineered systems. Such systems arise
particularly out of models which are lumped approximations of partial differential equations
(PDE’s). One such application concerns ring systems, which can be modeled as circulant
or block-circulant systems [19]. In [4] circulant systems arising from control of systems
modeled by discretized PDE’s are studied from a control perspective. The key insight is
that all circulant (or block circulant) matrices are diagonalized (or block diagonalized) by
a common matrix.

The starting point of the current investigation is a hypothesis that circulant systems have
deeper structural properties beyond diagonalization. Circulant matrices have a wealth of
interesting relationships with the class of subspaces invariant under the shift operator [6,
Ch.3]. Important subspaces like the controllable subspace and the unobservable subspace
fall within this class. This greatly simplifies the study of control problems like pole place-
ment and stabilization when it is desired that the controller be circulant as well. The
fundamental property of circulant matrices that creates this relationship with a class of
subspaces is that circulant matrices all share a common set of eigenvectors, which are the
eigenvectors of the shift operator. Also well-known is that every circulant matrix is a poly-
nomial function of the shift operator. Any matrix that can be represented as a polynomial
function of another matrix shares the eigenvectors of the latter. In this way, results on
circulant systems can be extended to a broader family that includes all systems with state,
input and output transformations that are functions of a common base transformation. We
call the members of this family patterned linear systems. The extension is relevant because
it includes not only ring systems, but also other physically meaningful systems, such as
unidirectional chains and trees.

Applications involving ring, chain, or tree patterns include lumped approximation of PDE’s
modeling smart materials or Micro-Electro-Mechanical Systems (MEMS) [1]; cross-directional
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control of sheet and film processes in paper-making, steel rolling and plastic extrusion [11];
evenly spaced convoys [20, 5], geometric pattern formation [17, 15], and hierarchical com-
mand in multi-agent systems [16]; transit lines; serpentine manipulators; multimachine
power systems; parallel networks of units in a plant, such as pumps or reactors; and biolog-
ical systems [19].

The present paper builds on the work of [4], which studies synthesis of circulant or block-
circulant feedbacks for circulant or block-circulant systems. A complete pole placement
theorem is, however, not obtained in [4]. The main difficulty to obtain a pole placement
theorem is to recognize a suitable controllable subspace for circulant systems. Our work
provides a resolution to this obstacle in the form of the patterned controllable subspace,
and we do it in the more general setting of patterned systems, not only circulant systems.
In turn, we are then able to develop a fairly complete geometric theory for patterned
systems, which we hope will provide the foundation for a theory on block-patterned systems.
Implicit in our work is a confrontation of the delicate tradeoff between the algebraic structure
imposed by patterns and the geometric structure that is required to elaborate a geometric
control theory for patterned systems.

The paper is organized as follows. We present the required background in Section 2 (see
also [2, 21]). In Section 3 patterned linear matrices and maps are introduced and their
relationship to certain invariant subspaces is developed. Using this foundation, in Section 4
patterned linear systems are introduced, and we follow classical developments to build
system theoretic properties for patterned linear systems; particularly, controllability, pole
placement, observability, stabilizability, and decomposition. Next, in Section 5 we study the
classic control synthesis problems [21] (roughly Chapters 0-6). These include stabilization,
stabilization by measurement feedback, output stabilization, disturbance decoupling, and
the regulator problem. A significant outcome of our study is that if a general controller
exists to solve any of the studied control synthesis problems, then a patterned feedback
exists. Finally, examples are given illustrating the synthesis problems, and the results are
related to certain well-studied problems in multiagent systems.

2. Background

We assume that the reader is already familiar with the tools of geometric control theory
[2, 21]. Let X and Y be finite-dimensional vector spaces. We consider linear maps from X
to Y, denoted by bold capital letters, such as T : X → Y. The plain capital, T, denotes
a matrix representation of the map T. Let T : X → X be an endomorphism. Let Sλ(T)
denote the eigenspace of T associated with eigenvalue λ. The Jordan subspaces of T are
given by

Jij(T) = span (vij , gi1, gi2, . . . , gi(pij−1)) ,

where each eigenvector vij spawns the Jordan chain:

(T− λiI)vij = 0 (2.1a)

(T− λiI)gi1 = vij (2.1b)

(T− λiI)gi2 = gi1 (2.1c)

...

(T− λiI)gi(pij−1) = gi(pij−2) . (2.1d)
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Let V and W be subspaces such that X = V ⊕W, where symbol ⊕ means the direct sum
of subspaces. The map QV : X → X denotes the projection on V along W, NV : X → V
denotes the natural projection, and SV : V → X denotes the insertion of V in X . Useful
relations are that NVSV = IV and NWSV = 0. Given a T-invariant subspace V ⊂ X , if
there also exists a subspace W ⊂ X such that X = V ⊕W and W is T-invariant, then we
call V a T-decoupling subspace. The restriction of T to V is denoted by TV : V → V and
is given by TV = NVTSV . Similarly, define TW : W → W, the restriction of T to W, by
TW = NWTSW .

Let V,W beT-decoupling subspaces such that V⊕W = X . Suppose the minimal polynomial
(m.p.) of T, ψ(s), has been factored as ψ(s) = ψ−(s)ψ+(s) such that X−(T) = Kerψ−(T),
X+(T) = Kerψ+(T), and X−(T) and X+(T) are the stable and unstable subspaces of T.
Similarly, let ψV(s) be the m.p. of TV and suppose it has also been factored as ψV(s) =
ψ−
V (s)ψ

+
V (s) such that V−(TV) = Kerψ−(TV), V

+(TV) = Kerψ+(TV). Since ψ+
V and ψ−

V

are coprime, V = V−(TV) ⊕ V+(TV) [7, Ch.VII]. The following result summarizes useful
properties of stable and unstable subspaces. The symbol C− denotes the open left half
complex plane.

Lemma 2.1 ([21, p.94]). Let T : X → X be a linear map and let V,W ⊂ X be T-
decoupling subspaces such that V ⊕W = X . Then we have (i) NVX

+(T) = V+(TV); and
(ii) X+(T) ⊂ V if and only if σ(TW) ⊂ C−.

We denote the set of all T-decoupling subspaces in X by D⋄(T;X ). Similarly, for any
V ⊂ X , not necessarily a T-invariant subspace, we denote the set of all T-decoupling
subspaces contained in V by D⋄(T;V); that is, Y ∈ D⋄(T;V) if Y ⊂ V, Y is T-invariant,
and Y has an T-invariant complement in X . (Note that the complement need not be in
V.) We also denote the set of all T-decoupling subspaces in X containing V by D⋄(T;V).
Decoupling subspaces are closely linked to Jordan subspaces. The following results can be
deduced from the development in Chapter 2 of [8].

Lemma 2.2. Every Jordan subspace of T is a T-decoupling subspace, and every T-decoupling
subspace is the sum of Jordan subspaces of T.

Lemma 2.3. Let V1,V2 ⊂ X be T-invariant subspaces, and let J ⊂ V1 + V2 be a Jordan
subspace of T. Then J ⊂ V1 or J ⊂ V2.

We say that a subspace V⋄ is the supremum of D⋄(T;V), denoted V⋄ = supD⋄(T;V),
if V⋄ ∈ D⋄(T;V) and given V ′ ∈ D⋄(T;V), then V ′ ⊂ V⋄. Analogously, we say that a
subspace V⋄ is the infimum of D⋄(T;V), denoted V⋄ = infD⋄(T;V), if V⋄ ∈ D⋄(T;V) and
given V ′ ∈ D⋄(T;V), then V⋄ ⊂ V ′. Existence and uniqueness of a supremal element of
D⋄(T;V) and an infimal element of D⋄(T;V) relies on the fact that D⋄(T;V) and D⋄(T;V)
have the structure of a lattice under the operations of subspace addition and subspace
intersection; see for instance [21, Lemma 4.4].

Lemma 2.4. Given V ⊂ X , the sets D⋄(T;V) and D⋄(T;V) are each closed under the
operations of subspace addition and subspace intersection.

Lemma 2.5. Let V1,V2 ⊂ X be T-invariant subspaces, and let V⋄
1 := supD⋄(T;V1), V

⋄
2 :=

supD⋄(T;V2), and (V1 + V2)
⋄ := supD⋄(T;V1 + V2). Then (V1 + V2)

⋄ = V⋄
1 + V⋄

2 .
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3. Patterned Linear Maps

Let t0, t1, . . . , tk ∈ R and consider the polynomial ρ(s) = t0 + t1s+ t2s
2 + t3s

3 + . . .+ tks
k.

Let M be an n×n real matrix. Then ρ(M) is defined by ρ(M) := t0I+ t1M+ t2M
2+ t3M

3+
. . . + tkM

k. Given T = ρ(M), then ρ(s) is called a representer of T with respect to M, and
it is generally not unique. By Cayley-Hamilton theorem, our discussion will be confined
to ρ(M) of order less than or equal to n − 1. We define the set of all matrices that are
polynomial functions of a given base matrix M ∈ Rn×n by

F(M) :=
{
T | (∃ t0, . . . , tn−1 ∈ R) T = t0I + t1M+ t2M

2 + . . .+ tn−1M
n−1

}
.

We call a matrix T ∈ F(M) an M-patterned matrix.

Given M ∈ Rn×n, let the n eigenvalues of M be denoted by σ(M) = {δ1, δ2 . . . , δn}. Note
that the spectrum is symmetric with respect to the real axis since M is real. Define a
symmetric subset

{µ1, . . . , µm} ⊂ σ(M) (3.1)

such that each distinct eigenvalue is repeated only mi times in the subset, where mi is the
geometric multiplicity of the eigenvalue. Then, associated with each eigenvalue µi is the
partial multiplicity pi. There exists a Jordan transformation Ω such that Ω−1MΩ = J,
where J is the Jordan form of M given by

J := diag (Jp1(µ1), Jp2(µ2), . . . , Jpm(µm)) , Jp(µ) :=




µ 1 0

0 µ
. . .
. . . 1

0 µ


 ,

where Jp(µ) ∈ Cp×p. Let’s consider the structure of a polynomial of M, when this same
Jordan transformation is applied.

Lemma 3.1 ([8, Sec.2.10]). Let ρ(s) be a real polynomial. Given T = ρ(M), then

(1) Ω−1TΩ = diag (Γp1
(µ1),Γp2

(µ2) . . . ,Γpm(µm)), where

Γp(µ) =




ρ(µ) 1
1!ρ

′(µ) 1
2!ρ

′′(µ) · · · 1
(k−1)!ρ

(p−1)(µ)

0 ρ(µ) 1
1!ρ

′(µ) · · · 1
(k−2)!ρ

(p−2)(µ)

ρ(µ)
. . .

...

0 0
. . . 1

1!ρ
′(µ)

0 0 ρ(µ)



, and

(2) σ(T) =




ρ(µ1), . . . , ρ(µ1)︸ ︷︷ ︸

×p1

, ρ(µ2), . . . , ρ(µ2)︸ ︷︷ ︸
×p2

. . . . . . , ρ(µm), . . . , ρ(µm)︸ ︷︷ ︸
×pm




.

Some useful observations can be made regarding the structure of each block Γp(µ), which is
generally not a Jordan block structure. First, generalized eigenvectors of M are not neces-
sarily generalized eigenvectors of T. In fact, if the derivatives ρ′(µ), . . . , ρ(p−1)(µ) evaluate
to zero for a given µ, then the generalized eigenvectors associated with µ are actually true
eigenvectors of T. A second observation is that if µi = µj then ρ(µi) = ρ(µj). Thus, it
follows immediately from property (2) that repeated eigenvalues in M remain repeated in
T. (See [8, Sec.2.11] for further discussion).
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Suppose we are given an arbitrary matrix T and a base matrix M. We can determine whether
or not the matrix is M-patterned. The proof is a direct application of Lemma 3.1.

Theorem 3.2. Given T ∈ Rn×n, then T ∈ F(M) if and only if

(1) Ω−1TΩ = diag (H1,H2, . . . ,Hm), where Hi =




hi1 hi2 · · · hipi

hi1
. . .

...

0
. . . hi2

0 0 hi1


 , hij ∈ C,

(2) ∀ {i1, i2} ∈ {1, . . . ,m} if µi1 = µ̄i2 then hi1j = h̄i2j ,∀j = 1, . . . ,min(pi1 , pi2) and

(3) ∀ {i1, i2} ∈ {1, . . . ,m} if µi1 = µi2 then hi1j = hi2j ,∀j = 1, . . . ,min(pi1 , pi2).

Suppose we are given an arbitrary symmetric spectrum of n values and an objective to
construct an M-patterned matrix with the given spectrum. The next result presents the
conditions under which this is possible.

Lemma 3.3. Let L = {λ1, λ2, . . . , λn} , λi ∈ C be a symmetric spectrum. Suppose the
elements of L can be reordered so that if δi = δ̄j then λi = λ̄j, and if δi = δj then λi = λj.
Then there exists T ∈ F(M), such that σ(T) = L.

Proof. Reorder the elements of L accordingly. Consider the symmetric subset (3.1). If λi =
λj whenever δi = δj then it is possible to define a subset {η1, η2, . . . , ηm} ⊂ {λ1, λ2, . . . , λn}
such that ηi = ηj whenever µi = µj. And if λi = λ̄j whenever δi = δ̄j , then ηi = η̄j whenever
µi = µ̄j.

Next define H := diag (Jp1(η1), Jp2(η2), . . . , Jpm(ηm)) and T := ΩHΩ−1. Consider the con-
ditions of Theorem 3.2. Observe that H is in the form of condition (1), where ∀i and
∀j = 3, . . . , pi we assign hi1 = ηi, hi2 = 1 and hij = 0. We have shown that conditions (2)
and (3) are met. Thus T ∈ F(M). �

A spectrum that can be reordered in the manner of Lemma 3.3 is an M-patterned spectrum.
Note that the matrix T constructed in the proof of Lemma 3.3 is not a unique solution
to the spectrum assignment problem. Finally, the following results arise from the Spectral
Mapping Theorem.

Lemma 3.4. Given T,R ∈ F(M) and a scalar α ∈ R, then {αT,T+ R,TR} ∈ F(M),
and T−1 ∈ F(M) assuming T−1 exists. Moreover, given σ(T) = {τ1, . . . , τn} and σ(R) =
{̺1, . . . , ̺n}, both ordered relative to the eigenvalues of M, then σ(αT) = {ατ1, . . . , ατn},
σ(T+R) = {τ1 + ̺1, . . . , τn + ̺n}, σ(TR) = {τ1̺1, . . . , τn̺n}, and σ(T

−1) = {1/τ1, . . . , 1/τn}.

Next, consider a linear map M : X → X . We define the set of linear maps

F(M) :=
{
T | (∃ t0, . . . , tn−1 ∈ R)T = t0I+ t1M+ t2M

2 + . . .+ tn−1M
n−1

}
.

We call a map T : X → X , T ∈ F(M) an M-patterned map. All the properties of
M-patterned matrices described above naturally carry over to M-patterned maps. We
now present some important relationships between M-patterned maps and M-invariant
subspaces.

Fact 3.5. Let V ⊂ X . If V is M-invariant, then V is T-invariant for every T ∈ F(M).
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Conversely, is a T-invariant subspace always M-invariant? The answer is not generally. The
eigenvectors of M are all eigenvectors of T; however, T may have additional eigenvectors
that are not eigenvectors of M.

Example 3.1. Consider the transformation represented by

M =




4 2 −5
1 2 −2
1 2 −2


 .

The matrix has distinct eigenvalues 1, 0 and 3. Define

T := 2I− 0.5M + 0.5M2 =




6.5 0 −4.5
1.5 2 −1.5
1.5 0 0.5


 .

Let w = (1, 0, 1) and consider the subspace W = span {w}. We have Tw = (2, 0, 2) = 2w ,
but Mw = (−1,−1− 1). Thus W is T-invariant, but not M-invariant.

Fortunately, it is possible to identify certain T-invariant subspaces, useful in a control theory
context, that are also M-invariant.

Lemma 3.6. Let T ∈ F(M) and let ρ(s) be a polynomial. Then Ker ρ(T) and Im ρ(T) are
M-invariant and R-invariant for every R ∈ F(M).

Lemma 3.6 can be used to show that several useful subspaces defined with respect to an
M-patterned map are M-invariant.

Lemma 3.7. Let T ∈ F(M). Then the following subspaces are M-invariant and T-
invariant: the stable and unstable subspaces X−(T) and X+(T); and the eigenspaces Sλ(T),
λ ∈ σ(T). In addition, the spectral subspaces of T are M-decoupling.

Proof. By definition X−(T) := Kerψ−(T) and X+(T) := Kerψ+(T), where ψ−(s) and
ψ+(s) are the stable and the unstable polynomial of T, respectively. Also, Sλ(T) :=
Kerψλ(T), where ψλ(s) = (s − λ)m and m is the geometric multiplicity of eigenvalue
λ. Then by Lemma 3.6, subspaces X−(T), X+(T), and Sλ(T) are M-invariant and T-
invariant.

Considering the spectral subspaces, by (ii), the eigenspaces of T are M-invariant. Moreover,
they are M-decoupling by Lemma 2.2. Spectral subspaces are sums of eigenspaces, by
definition. Thus spectral subspaces of T are M-decoupling by Lemma 2.4. �

Suppose we are given an M-decoupling subspace V. Then there exists an M-invariant
complement W, such that X = V ⊕W. Since V is M-invariant, the restriction of M to V,
denoted MV : V → V, can be defined by MV := NVMSV . Similarly, the restriction of M to
W can be defined byMW := NWMSW . The next lemma contains the important result that
the restriction of an M-patterned map T to an M-invariant (or M-decoupling) subspace is
itself patterned, and the pattern is induced by the restriction of M to the subspace.

Lemma 3.8. Let V ⊂ X be an M-decoupling subspace. Let T ∈ F(M). Then the restriction
of T to V is given by

TV = NVTSV

and moreover TV ∈ F(MV).
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Proof. By Fact 3.5, the restriction of T to V can be defined by TV := NVTSV . By assump-
tion T = t0I+ t1M+ t2M

2 + . . . + tn−1M
n−1 for some ti ∈ R. Thus

TV = NVTSV = t0NVISV + t1NVMSV + t2NVM
2SV + . . .+ tn−1NVM

n−1SV .

Consider a term NVM
kSV . Since MVNV = NVM, we have

NVM
kSV = MVNVM

k−1SV = · · · = Mk
VNVSV = Mk

V .

Thus, TV = t0I + t1MV + t2M
2
V + . . . + tn−1M

n−1
V . By the Cayley-Hamilton Theorem

all powers M
j
V , j ≥ k can be rewritten as linear combinations of lower powers, so there

exist t̃0, t̃1, · · · , t̃k−1 ∈ R such that TV = t̃0I + t̃1MV + t̃2M
2
V + . . . + t̃k−1M

k−1
V . That is,

TV ∈ F(MV). �

Given an M-patterned map, it is possible to create a decomposed matrix representation of
the map, which splits into the restrictions to V and to W.

Theorem 3.9 (First Decomposition Theorem). Let V,W ⊂ X be M-decoupling subspaces
such that X = V⊕W. Let T ∈ F(M). There exists a coordinate transformation R : X → X
such that the representation of T in the new coordinates is given by

R−1TR =

[
TV 0
0 TW

]
, TV ∈ F(MV), TW ∈ F(MW).

The spectrum splits into σ(T) = σ(TV) ⊎ σ(TW).1

Proof. Define the coordinate transformation R :=
[
SV SW

]
. Then

R−1TR =

[
NV

NW

]
T
[
SV SW

]
=

[
NVTSV NVTSW
NWTSV NWTSW

]
.

Cleary NWTSV = 0 and NVTSW = 0. Define TV := NVTSV and TW := NWTSW . Then TV

and TW are the restrictions of T to V and to W, respectively. By Lemma 3.8, TV ∈ F(MV)
and TW ∈ F(MW). The spectral decomposition is a simple consequence of the block diagonal
structure of R−1TR. �

The results above show how an M-patterned map can be decoupled into smaller maps that
are each a function of M restricted to an invariant subspace. Consider now the opposite
problem. We are given a map that is a function of M restricted to a subspace. The map
can be lifted into the larger space X , and we give a sufficient condition under which it will
be M-patterned.

Lemma 3.10. Let V,W ⊂ X be M-decoupling subspaces such that X = V ⊕ W. Let
T1 ∈ F(MV). Define a map T : X → X by T := SVT1NV . If σ(MV) ∩ σ(MW) = Ø, then
T ∈ F(M).

Proof. Order the subset {µ1, . . . , µm} ⊂ σ(M) given in (3.1) such that {µ1, . . . , µr} ⊂
σ(MV) and {µr+1, . . . , µm} ⊂ σ(MW). Then the columns of Ω are ordered as

Ω =
[
v1 · · · vr gr1 · · · gr(pr−1) vr+1 g(r+1)1 · · · g(r+1)(pr−1) · · · gm(pm−1)

]
,

1The symbol ⊎ means union with common elements repeated.
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where

V = span
{
v1, g11, . . . , g1(p1−1), . . . , vr, gr1, . . . , gr(pr−1)

}

W = span
{
vr+1, g(r+1)1, . . . , g(r+1)(pr−1), . . . , vm, gm1, . . . , gm(pm−1)

}
.

Define ΩV such that NVΩ =
[
ΩV 0

]
, and thus Ω−1SV =

[
Ω−1
V

0

]
. Then

Ω−1TΩ = Ω−1SVT1NVΩ =

[
Ω−1
V

0

]
T1

[
ΩV 0

]
=

[
Ω−1
V T1ΩV 0

0 0

]
.

By assumption T1 ∈ F(MV). Thus, by Theorem 3.2 Ω−1
V T1ΩV = diag (H1,H2, . . . ,Hr).

Conditions (2) and (3) are met for all elements of the blocks H1,H2, . . . ,Hr with respect to
eigenvalues µ1, . . . , µr. We have

Ω−1TΩ = diag (H1,H2, . . . ,Hr, 0pr+1 , 0pr+2 , . . . , 0pm),

where 0pi denotes a zero block of size pi×pi. Reapplying Theorem 3.2, we have that Ω−1TΩ
meets the form of condition (1). Also, by assumption {µ1, . . . , µr} ∩ {µr+1, . . . , µm} = Ø,
so conditions (2) and (3) are always met for the overall set H1, . . . ,Hr, 0pr+1 , . . . , 0pm . We
conclude that T ∈ F(M). �

4. System Properties

Consider the control system

ẋ(t) = Ax(t) + Bu(t)

y(t) = Cx(t),

where x(t) ∈ Rn, u(t) ∈ Rm, and y(t) ∈ Rp. We denote the state space, input space,
and output space by X , U and Y, respectively. If A,B,C ∈ F(M) with respect to some
M : X → X , then (C,A,B) is termed an M-patterned system or simply a patterned system.
Observe that for patterned systems, n = m = p, thus X ≃ U ≃ Y. Also, the open loop
poles of the system form an M-patterned spectrum. In this section we examine the system
theoretic properties of patterned systems.

4.1. Controllability. The controllable subspace of a system is denoted by C. Let B = ImB.
For patterned systems it is immediately observed that C = B, and C is M-invariant.

Definition 4.1. The patterned controllable subspace, denoted CM , is the largestM-decoupling
subspace contained in C. That is, CM := supD⋄(M; C).

Lemma 4.1. Let (A,B) be an M-patterned pair. Then CM = {0} +
∑

λ∈σ(B),
λ 6=0

Sλ(B) and its

M-invariant complement is S0(B).

Proof. We split the space X into a direct sum of Jordan subspaces of B. That is,

X = J1(B)⊕ J2(B)⊕ · · · ⊕ Jm(B),

corresponding to a (possibly repeated) list of eigenvalues {λ1, λ2, . . . , λm} ⊂ σ(B) associated
with distinct Jordan subspaces Ji(B). Each Ji(B) is given by

Ji(B) = span (vi, gi1, gi2, . . . , gi(pi−1)),
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where vi is one of the linearly independent eigenvectors associated with λi and the general-
ized eigenvectors gi1, gi2, . . . , gi(pi−1) are generated by (2.1a)-(2.1d). We claim that Ji(B) ⊂

B = C for all λi 6= 0. Considering (2.1a)-(2.1d), we have vi =
1
λi
Bvi, gi1 = 1

λi
(Bgi1 − vi),

. . ., gi(pi−1) = 1
λi

(
Bgi(pi−1) − gi(pi−2)

)
. It follows that vi ∈ B and by induction gij ∈ B,

for all j = 1, . . . , pi − 1. We conclude Ji(B) ⊂ B. Now Sλi
(B) with λi 6= 0 is the sum of

its Jordan subspaces, so Sλi
(B) ⊂ B. Moreover, by Lemma 3.7, Sλi

(B) is M-decoupling.
Using Lemma 2.4 we conclude

∑
λ∈σ(B),

λ 6=0

Sλ(B) ∈ D⋄(M; B).

Conversely, consider a Jordan subspace Ji(B) for λi = 0. From (2.1a)-(2.1d), we obtain that
Bvi = 0, Bgi1 = vi, . . . ,Bgi(pi−1) = gi(pi−2). It follows that vi ∈ KerB, gi1, . . . , gi(pi−1) 6∈
KerB, and vi, gi1, . . . , gi(pi−2) ∈ B. Since dim (Ker (B | Ji(B))) = 1, where B | Ji(B)
denotes the restriction of B to Ji(B), we must have dim (Im (B | Ji(B))) = pi − 1. Thus,
gpi−1 6∈ B, and we conclude Ji(B) 6⊂ B. However, this means Ji(B) 6∈ D⋄(M; B), by
Lemma 2.2. We conclude

∑
λ∈σ(B),

λ 6=0

Sλ(B) is the supremum of D⋄(M; B), and its M-invariant

complement is S0(B). �

The following result further clarifies the relationship between C and CM .

Lemma 4.2. The M-patterned pair (A,B) is controllable if and only if CM = X .

Proof. If M-patterned pair (A,B) is controllable, then B = X . This means KerB = 0, so
S0(B) = 0. By Lemma 4.1, CM = X . Conversely, if CM = X , then with CM ⊂ C, we get
C = X . �

In addition to the case when (A,B) is controllable, C and CM also coincide when S0(B) =
Ker (B), which is to say that there are no generalized eigenvectors associated with the zero
eigenvalue of B. Instead when (A,B) is not controllable, then C and CM may differ.

Example 4.1. We are given

M =




−2 0 0 0 0 0 1
6 1 1 0 −4 0 −4
0 −1 −1 0 2 0 0

−3 0 0 3 −2 1 −1
0 0 0 0 −1 0 0
6 0 0 −2 −4 1 −4
1 0 0 0 0 0 0




with the spectrum σ(M) = {0, 0, 1, 1, 1, 2 + i, 2− i}. Consider the M-patterned system pair

(A,B) =







−3 0 0 0 0 0 1
0 −3 1 0 2 0 2

−6 −1 −5 0 2 0 0
−6 0 0 5 −2 1 −1
0 0 0 0 −2 0 0

12 0 0 −2 −10 3 −10
−1 0 0 0 0 0 −1




,




−2 0 0 0 0 0 3
6 2 2 0 −2 0 −2

−4 −2 −2 0 4 0 −2
−4 0 0 4 −2 1 1
0 0 0 0 1 0 0
4 0 0 −2 −2 2 −2

−3 0 0 0 0 0 4







,

where

A
.
= −4I +M+ 3.5M2 − 2.7M3 − 1.2M4 + 1.5M5 − 0.44M6

B
.
= 2M+ 3.7M2 − 3.0M3 − 1.5M4 + 1.7M5 − 0.42M6.
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(The notation
.
= means we have rounded to two significant figures.) Since C and CM

depend solely on B, let’s examine its structure in detail. First, there is a transformation of
the form Ω =

[
v1 g11 v2 g21 v3 v4 v5

]
(v2 and v3 are the eigenvectors associated

with eigenvalue 1) that performs a Jordan decomposition of M such that Ω−1MΩ = J. For
this particular M, Ω decomposes the space into five Jordan subspaces given by

X = J1(M)⊕ J2(M) ⊕ J3(M)⊕ J4(M)⊕ J5(M).

By Lemma 3.1, we can apply Ω to B to obtain

Ω−1BΩ =




0 2 0 0 0 0 0
0 0 0 0 0 0 0
0 0 1 3 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 3 + i 0
0 0 0 0 0 0 3− i




and σ(B) = {0, 0, 1, 1, 1, 3 + i, 3− i}. The patterned controllable subspace is CM = S1(B) +
S3+i(B) + S3−i(B). It is clear from the decomposition above that

CM = J2(M)⊕ J3(M) ⊕ J4(M)⊕ J5(M) = span {v2, g21, v3, v4, v5} .

By inspection of Ω−1BΩ, however, it is also evident that the standard controllable subspace
C = ImB actually spans six dimensions such that C = CM ⊕ span {v1}.

4.2. Pole Placement. It is well known that the spectrum of σ(A+BF) can be arbitrarily
assigned to any symmetric set of poles by choice of F : X → U if and only if (A,B) is
controllable. For a patterned system, the question arises of what possible poles can be
achieved by a choice of patterned state feedback.

Theorem 4.3. The M-patterned pair (A,B) is controllable if and only if, for every M-
patterned spectrum L, there exists a map F : X → U with F ∈ F(M) such that σ(A+BF) =
L.

Proof. (Necessity) By Lemma 3.3, for any M-patterned spectrum L, there exists a trans-
formation T : X → X , T ∈ F(M) such that σ(T) = L. By assumption B = X so B−1 is
defined. Let F := B−1(T −A) such that A+BF = T. By Lemma 3.4, F ∈ F(M).

(Sufficiency) From the definition of M-patterned spectra it is clear that given any A ∈
F(M), it is possible to define an M-patterned spectrum L such that L ∩ σ(A) = Ø. By
assumption there exists F : X → U with F ∈ F(M) such that σ(A + BF) = L. Let
σ(A) = {α1, . . . , αn}, σ(B) = {β1, . . . , βn}, and σ(F) = {φ1, . . . , φn}. By Lemma 3.4,
σ(A + BF) = {α1 + β1φ1, . . . , αn + βnφn}. Since αi 6= αi + βiφi for all i, we have βi 6= 0
for all i. This implies the spectral subspace S0(B) = 0, so by Lemma 4.1, CM = X . By
Lemma 4.2 this implies the pair (A,B) is controllable. �

Corollary 4.4. Let (A,B) be an M-patterned pair and let L be any symmetric spec-
trum. If L is not an M-patterned spectrum, then there does not exist F ∈ F(M) such
that σ(A+BF) = L.

Proof. Suppose by way of contradiction that there exists F ∈ F(M) such that σ(A+BF) =
L. Then A+BF ∈ F(M) by Lemma 3.4 and σ(A+BF) is an M-patterned spectrum, a
contradiction. �
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We conclude that if we are limited to patterned state feedback, then the poles of an M-
patterned system can only be placed in an M-patterned spectrum. This is not a severe
limitation on pole placement, since stable M-patterned spectra can be chosen for any M.

4.3. Controllable Decomposition. Suppose we have a patterned system that is not fully
controllable, i.e. C 6= X . We show that it is possible to decouple the system into two
patterned subsystems, one that is controllable and one that is completely uncontrollable
by a patterned state feedback. Since CM is M-decoupling there exists an M-invariant
subspace R such that CM ⊕R = X . Let SCM , NCM , SR, and NR be the relevant insertion
and projection maps, and let the restrictions of M to CM and to R be denoted by MCM

and MR. Before we present the decomposition, we note the following useful lemma.

Lemma 4.5. Let (A,B) be an M-patterned pair. Then σ(MCM ) ∩ σ(MR) = Ø.

Proof. Observe that σ(BCM )∩ σ(BR) = Ø because by definition of CM and R, BCM has all
non-zero eigenvalues and BR has all zero eigenvalues. This implies σ(MCM )∩σ(MR) = Ø.
For if not, then by Lemma 3.1(2) and the fact that B has an M-patterned spectrum, an
eigenvalue of M appearing in both MCM and MR would have an associated eigenvalue of
B appearing in both BCM and BR. This is a contradiction. �

Theorem 4.6 (Second Decomposition Theorem). Let (A,B) be an M-patterned pair.
There exists a coordinate transformation R : X → X for the state and input spaces
(U ≃ X ), which decouples the system into two subsystems, (A1,B1) and (A2,B2), such
that

(1) pair (A1,B1) is MCM -patterned and controllable,

(2) pair (A2,B2) is MR-patterned,

(3) σ(A) = σ(A1) ⊎ σ(A2),

(4) σ(A2) is unaffected by patterned state feedback in the class F(MR),

(5)B2 = 0 if CM = C.

Proof. Since A,B ∈ F(M), by Theorem 3.9 there exists a coordinate transformation R given
by R :=

[
SCM SR

]
, such that

(
R−1AR,R−1BR

)
=

([
ACM 0
0 AR

]
,

[
BCM 0
0 BR

])
,

σ(A) = σ(ACM ) ⊎ σ(AR),

where {ACM ,BCM } ∈ F(MCM ) and {AR,BR} ∈ F(MR). Define A1 = ACM , A2 = AR,
B1 = BCM and B2 = BR. Then the system is decoupled into pairs (A1,B1) and (A2,B2),
which are MCM -patterned and MR-patterned, respectively. Furthermore, the pair (A1,B1)
is controllable if ImB1 = CM , which is clearly true given that ImB ⊃ CM and B1 is the
restriction of B to CM . This proves properties (1), (2) and (3).

We now show that the poles of A2 are unaffected by any patterned state feedback and are
thus completely patterned uncontrollable. First observe that if CM = C then R = KerB.
This means NRB = 0 and B2 = NRBSR = 0, proving (5). For this case, it is evident
that σ(A2) would be uncontrollable by any feedback. Now consider the possibility that
B2 6= 0. Since B2 is the restriction of B to R = S0(B), we have σ(B2) = {0, . . . , 0}. Then
by Lemma 3.4, σ(A2 +B2F2) = σ(A2) for all F2 ∈ F(MR), proving (4). �
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4.4. Stabilizability. A system, or equivalently the pair (A,B), is stabilizable if there exists
F : X → U such that σ(A+BF) ⊂ C−. A system is stabilizable if and only if X+(A) ⊂ C.
For a patterned system, the question arises of whether the system can be stabilized with a
patterned state feedback. We begin with a useful preliminary result.

Lemma 4.7. Given an M-patterned pair (A,B), if X+(A) ⊂ C, then X+(A) ⊂ CM .

Proof. By Lemma 3.7, X+(A) is M-decoupling, so if X+(A) ⊂ C, then X+(A) ∈ D⋄(M; C).
This implies X+(A) ⊂ supD⋄(M; C) = CM . �

Theorem 4.8 (Patterned Stabilizability). Given an M-patterned system (A,B), there ex-
ists a patterned state feedback F : X → U with F ∈ F(M) such that σ(A+BF) ⊂ C− if
and only if X+(A) ⊂ C.

Proof. (Necessity) The solvability condition is identical to that for general stabilizability.
Therefore, it is also necessary for the existence of a feedback that maintains the system
pattern.

(Sufficiency) Since CM is M-decoupling, there exists an M-invariant subspace R such that
CM ⊕R = X . By the Second Decomposition Theorem 4.6, the system can be decomposed
into an MCM -patterned and controllable subsystem (A1,B1) and an MR-patterned sub-
system (A2,B2). By Theorem 4.3 there exists a patterned state feedback F1 : CM → U1,
F ∈ F(MCM ), such that σ(A1 +B1F1) ⊂ C−. Define F : X → U as F := SCMF1NCM . By
Lemma 4.5, σ(MCM ) ∩ σ(MR) = Ø, so by Lemma 3.10, F ∈ F(M).

Now apply the state feedback F to obtain theM-patterned closed-loop system mapA+BF.
Reapplying Theorem 4.6, the spectrum splits into

σ(A+BF) = σ((A+BF)CM ) ⊎ σ((A+BF)R). (4.1)

Considering (A+BF)CM , we have

(A+BF)CM = NCM (A+BF)SCM

= NCMASCM +NCMB(SCMF1NCM )SCM = A1 +B1F1 ,

where we use the fact that NCMSCM = ICM . Next, considering (A+BF)R we have

(A+BF)R = NR (A+BF)SR = A2 ,

where we use the fact that NCMSR = 0. Then from (4.1), σ (A+BF) = σ (A1 +B1F1) ⊎
σ (A2). By assumption X+(A) ⊂ C, which implies by Lemma 4.7 that X+(A) ⊂ CM . By
Lemma 2.1(ii), we get σ (A2) ⊂ C−. In sum, σ(A+BF) ⊂ C−, as desired. �

4.5. Observability. The unobservable subspace of a system is denoted by N . By a duality
argument, for patterned systems N = KerC, and N is M-invariant.

Definition 4.2. The patterned unobservable subspace, denotedNM , is smallestM-decoupling
subspace containing N . That is, NM := infD⋄(M; N ).

Lemma 4.9. Let (C,A) be an M-patterned pair. Then NM = S0(C) and its M-invariant
complement is {0} +

∑
λ∈σ(C),

λ 6=0

Sλ(C).

Lemma 4.10. The M-patterned pair (C,A) is observable if and only if NM = 0.
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In addition to the case when (C,A) is observable, N and NM also coincide when S0(C) =
KerC, which is to say that there are no generalized eigenvectors associated with the zero
eigenvalue of C. Instead when (C,A) is not observable, then N and NM may differ.

If a system is observable then it is possible to dynamically estimate the states of the system
from the outputs. The construction of an estimate, denoted by x̂, for the state of the
system from the output is very simple in the case of a patterned observable system. Since
KerC = 0, the matrix C is invertible, and C−1 is M-patterned by Lemma 3.4. Thus, the
states can be exactly recovered by the patterned static model x̂ = x = C−1y.

4.6. Observable Decomposition. Suppose we have a patterned system that is not fully
observable, i.e. N 6= 0. We show that it is possible to decouple the system into two patterned
subsystems, one that is observable and one that is patterned unobservable, meaning that the
poles of the subsystem cannot be moved by any patterned measurement feedback. Since
NM is M-decoupling, there exists an M-invariant subspace R such that NM ⊕ R = X .
Let SNM

, NNM
, SR, and NR be the relevant insertion and projection maps, and let the

restrictions of M to NM and to R be denote by MNM
and MR. We present a supporting

lemma, followed by the decomposition. Proofs are omitted since they resemble those for
the controllable decomposition.

Lemma 4.11. Let (C,A) be an M-patterned pair. Then σ(MNM
) ∩ σ(MR) = Ø.

Theorem 4.12 (Third Decomposition Theorem). Let (C,A) be an M-patterned pair.
There exists a coordinate transformation R : X → X for the state and output spaces
(Y ≃ X ), which decouples the system into two subsystems, (C1,A1) and (C2,A2), such
that

(1) pair (C1,A1) is MR-patterned and observable

(2) pair (C2,A2) is MNM
-patterned

(3) σ(A) = σ(A1) ⊎ σ(A2)

(4) σ(A2) is unaffected by patterned measurement feedback in the class F(MR)

(5)C2 = 0 if NM = N .

4.7. Detectability. A system, or equivalently the pair (C,A), is detectable if and only if
X−(A) ⊃ N . If a system is detectable, then it is possible to dynamically estimate any
unstable states of the system from the outputs. In the case of a patterned system, we show
that the unstable states can be recovered with a patterned static model. First, we prove a
useful lemma.

Lemma 4.13. Given an M-patterned pair (C,A), if N ⊂ X−(A), then NM ⊂ X−(A).

By Theorem 4.12 an M-patterned system can be decomposed to separate out an MR-
patterned observable subsystem, denoted by (C1,A1). Since KerC1 = 0, the matrix C1 is
invertible, and C−1

1 is MR-patterned by Lemma 3.4. Thus, the observable states can be

exactly recovered by the patterned static model x1 = C−1
1 y1. By assumption X−(A) ⊃ N ,

which implies X−(A) ⊃ NM by Lemma 4.13. Equivalently X+(A) ⊂ R, so by Lemma
2.1(ii), σ (A2) ⊂ C−. Thus, when a patterned system is detectable, all the patterned
unobservable states are stable, making it unnecessary to estimate them since they can
generally be assumed to be zero.
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5. Control Synthesis

With the fundamental patterned system properties established in the previous section, we
consider several classic control synthesis questions for patterned systems. The objective is
to determine conditions for the existence of a patterned feedback solution. Remarkably,
it emerges that the necessary and sufficient conditions for the existence of any feedback
solving these synthesis problems are also necessary and sufficient for a patterned feedback.

5.1. Measurement Feedback. We are given a linear system

ẋ(t) = Ax(t) + Bu(t)

y(t) = Cx(t),

where x(t) ∈ Rn, u(t) ∈ Rm, and y(t) ∈ Rp. The measurement feedback problem (MFP) is
to find a measurement feedback u(t) = Ky(t) such that x(t) → 0 as t → ∞. A geometric
statement of the problem is to find K : Y → U such that σ(A+BKC) ⊂ C−. Stabilizing a
system using measurement feedback appears to be only a minor variation of stabilization by
full state feedback and one anticipates a similarly elegant solution. Unfortunately such an
assumption is mistaken, for the problem of stabilization (and more generally pole-placement)
by static measurement feedback is very difficult. Finding testable necessary and sufficient
conditions for a general solution has been an open problem in control theory for almost
forty years despite considerable effort, and remains unsolved today [10, 18]. The dynamic
MFP, i.e. the use of an observer, is generally considerably simpler than the static MFP.
However, in the context of distributed systems, it is not evident how a single observer can
be distributed to multiple subsystems. Thus, the static MFP is of particular interest for
distributed systems.

In the geometric framework, the clearest results on the MFP were derived in the seventies.
It was shown by Nandi and Herzog [14] that the uncontrollable modes and the unobservable
modes of a system are unaffected by static measurement feedback.

Theorem 5.1 ([14]). There exists K : Y → U such that σ(A+BKC) ⊂ C− only if
X+(A) ⊂ C and X−(A) ⊃ N .

Soon afterwards, Li [12] described a sufficient condition for MFP.

Theorem 5.2 ([12]). Given a controllable and observable triple (C,A,B), there exists
K : Y → U such that σ(A+BKC) ⊂ C− if

(X+(A) ∩ 〈A | KerC〉) ∩ (X+(AT) ∩ 〈AT | KerBT〉) = 0. (5.1)

The sufficiency of the first part of the condition, (X+(A)∩〈A | KerC〉) = 0, can be derived
by reformulating the problem as finding a state feedback F : X → U with the restriction
KerF ⊃ 〈A | KerC〉 on the feedback matrix. Observe that 〈A | KerC〉 denotes the smallest
A-invariant subspace containing KerC. There exists a coordinate transformation R : X →
X to separate the dynamics on and off 〈A | KerC〉, and in the new coordinates the pair
(A,B) becomes

(
R−1AR,R−1B

)
=

([
A1 A3

0 A2

]
,

[
B1

B2

])
.
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The state feedback has the form FR =
[
0 F2

]
in new coordinates, giving the closed loop

system

ẋ(t) =

[
A1 A3 + B1F2

0 A2 + B2F2

]
x(t).

Since the pair (A2,B2) is assumed controllable, there exists F2 such that σ(A2 +B2F2) ⊂
C−. The condition that the intersection of 〈A | KerC〉 and X+(A) is zero implies that
σ(A1) ⊂ C− by Lemma 2.1(ii). Thus the closed loop system is stable. Because KerF ⊃
〈A | KerC〉 ⊃ KerC, there exists a measurement feedback u(t) = Ky(t) given by KC = F,
which solves the MFP. (The second part of condition (5.1) follows from an appeal to the
principle of duality.)

Notice that, in general, the hierarchy of the subspaces is given by

〈A | KerC〉 ⊃ KerC ⊃ N .

In the special case where KerC is A-invariant, however, the subspaces above are all equal.
Since Li’s sufficient condition requires that the system is observable, it is a given that
X+(A) ∩ N = 0; therefore, (5.1) is always met for the special case. Patterned systems
are one class of system where Li’s sufficient condition is always true. We show that the
necessary condition of Theorem 5.1 becomes both a necessary and sufficient condition for
patterned systems.

Theorem 5.3. Given an M-patterned triple (C,A,B), there exists a patterned measure-
ment feedback K : Y → U , K ∈ F(M), such that σ(A+BKC) ⊂ C− if and only if

X+(A) ⊂ C

and X−(A) ⊃ N .

Proof. (Necessity) These conditions are exactly the necessary conditions of Theorem 5.1
for the general problem of stabilization by measurement feedback. Therefore, they are also
necessary for the existence of a patterned feedback.

(Sufficiency) Since NM is M-decoupling, there exists an M-invariant subspace R such that
R⊕NM = X . By the Third Decomposition Theorem 4.12, the system can be decomposed
into an MR-patterned and observable subsystem (C1,A1,B1) and an MNM

-patterned sub-
system (C2,A2,B2). By assumption X+(A) ⊂ C and by Lemma 2.1(i)

NRX
+(A) = R+(A1) ⊂ NRIm (B) = Im (B1NR) ⊂ Im (B1) .

That is, the subsystem (A1,B1) is stabilizable. By Theorem 4.8 there exists a state feedback
F1 : R → U1, F1 ∈ F(MR) such that σ(A1 +B1F1) ⊂ C−. Since (C1,A1) is observable,
KerC1 = 0, so the inverse map C−1

1 : Y1 → R exists. Define K1 : Y1 → U1 as K1 :=

F1C
−1
1 . Then by Lemma 3.4, K1 ∈ F(MR) and σ(A1+B1K1C1) ⊂ C−. Define K : Y → U

byK := SRK1NR. By Lemma 4.11, σ(MNM
)∩σ(MR) = Ø, so by Lemma 3.10, K ∈ F(M).

Now apply the measurement feedback K to obtain the M-patterned closed loop system
map A+BKC. Reapplying Theorem 4.12, the spectrum splits into

σ (A+BKC) = σ((A +BKC)R) ⊎ σ((A+BKC)NM
) . (5.2)

Considering (A+BKC)R, we have

(A+BKC)R = NR (A+BKC)SR

= NRASR +NRB(SRK1NR)CSR = A1 +B1K1C1.
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Next consider (A+BKC)NM
. Note that CNM ⊂ NM by Fact 3.5, so NRCSNM

= 0. We
have

(A+BKC)NM
= NNM

(A+BKC)SNM

= NNM
ASNM

= A2.

From (5.2), σ (A+BKC) = σ (A1 +B1K1C1) ⊎ σ (A2). By assumption N ⊂ X−(A) so
by Lemma 4.13, NM ⊂ X−(A). Equivalently X+(A) ⊂ R. By Lemma 2.1(ii), this implies
σ(A2) ⊂ C−. We conclude σ(A+BKC) ⊂ C−, as desired. �

Remark 5.1. An alternative sufficiency proof of the Patterned Measurement Feedback Prob-
lem follows from the fact that A, B, C and K all commute, because the transformations
are all M-patterned. Thus, A + BKC = A + (BC)K. By assumption, X+(A) ⊂ B and
X−(A) ⊃ KerC. Then X+(A) ⊂ ImBC. By the Patterned Stabilizability Theorem 4.8,
there exists F ∈ F(M) such that A+ (BC)F is stable. Take K = F. �

5.2. Output Stabilization. We are given a linear system

ẋ(t) = Ax(t) + Bu(t)

z(t) = Dx(t),

where x(t) ∈ Rn, u(t) ∈ Rm, and z(t) ∈ Rq. The output stabilization problem (OSP) is
to find a state feedback u(t) = Fx(t) such that z(t) → 0 as t → ∞. The problem can be
restated in more geometric terms as finding a state feedback F : X → U that makes the
unstable subspace unobservable at the output z(t). Equivalently, X+(A+BF) ⊂ KerD.
The solution to the OSP requires the notion of controlled invariant subspaces. A subspace
V ⊂ X is said to be controlled invariant if there exists a map F : X → U such that
(A+BF)V ⊂ V. Let I(A, B; X ) denote the set of all controlled invariant subspaces in
X . Similarly, for any V ⊂ X , let I(A, B; V) denote the set of all controlled invariant
subspaces in V. It is well-known that OSP is solvable if and only if X+(A) ⊂ C +V⋆ where
V⋆ := supI(A, B; KerD) [21, Theorem 4.4]. (Note that V⋆ = KerD for patterned systems,
by Lemma 3.6.) In order to solve the patterned version of the problem, a new subspace is
introduced.

Definition 5.1. We define V⋄ to be the largest M-decoupling subspace contained in V⋆.
That is, V⋄ := supD⋄(M; V⋆).

Lemma 5.4. Given an M-patterned triple (D,A,B), if X+(A) ⊂ C + V⋆, then X+(A) ⊂
CM + V⋄.

Proof. By Lemma 3.7, X+(A) is M-decoupling and by assumption X+(A) ⊂ C+V⋆. Thus,
X+(A) ∈ D⋄(M, C + V⋆) which implies X+(A) ⊂ supD⋄(M, C + V⋆) =: (C + V⋆)⋄. By
Lemma 2.5, this implies X+(A) ⊂ CM + V⋄, as desired. �

Theorem 5.5. Given an M-patterned triple (D,A,B), there exists a patterned state feed-
back F : X → U , F ∈ F(M), such that X+(A+BF) ⊂ KerD if and only if X+(A) ⊂
C + V⋆.

Proof. (Necessity) The condition is exactly the necessary condition for a general feedback.
Therefore, it is also necessary for the existence of a patterned state feedback.

(Sufficiency) By Lemma 2.4, CM + V⋄ is M-decoupling, so there exists an M-invariant
subspace R such that X = (CM +V⋄)⊕R. Again by Lemma 2.4, CM ∩V⋄ is M-decoupling,
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so there exists an M-invariant subspace W such that (CM ∩ V⋄) ⊕ W = X . Intersecting
all subspaces with V⋄ and using the modular distributive rule of subspaces, we have (V⋄ ∩

(CM ∩ V⋄)) ⊕ (V⋄ ∩ W) = V⋄. Define V̂⋄ := V⋄ ∩ W. Then (CM ∩ V⋄) ⊕ V̂⋄ = V⋄. This

yields CM + V⋄ = CM ⊕ V̂⋄. We conclude that the space splits into three M-invariant

subspaces given by X = CM ⊕ V̂⋄ ⊕R. Let SCM : CM → X be the insertion of CM , and let
NCM : X → CM be the natural projection on CM . The restrictions of A and of B to CM are
defined by ACM := NCMASCM and BCM := NCMBSCM . Let MCM denote the restriction of
M to CM . By Lemma 3.8 we have ACM ∈ F(MCM ) and BCM ∈ F(MCM ). By Theorem 4.6
the pair (ACM ,BCM ) is controllable.

By Theorem 4.3 there exists a state feedback F1 : CM → U1, F1 ∈ F(MCM ) such that
σ(ACM + BCMF1) ⊂ C−. Define F : X → U as F := SCMF1NCM . By Lemma 4.5,
σ(MCM ) ∩ σ(M

V̂⋄⊕R
) = Ø, so by Lemma 3.10, F ∈ F(M).

Now apply the state feedback F to obtain theM-patterned closed loop system mapA+BF.
Applying Theorem 3.9, the spectrum splits into

σ(A+BF) = σ((A+BF)CM ) ⊎ σ((A+BF)
V̂⋄) ⊎ σ((A+BF)R).

Considering (A+BF)CM , we have

(A+BF)CM = NCM (A+BF)SCM

= NCMASCM +NCMB(SCMF1NCM )SCM = ACM +BCMF1.

Considering (A+BF)
V̂⋄, we have

(A+BF)
V̂⋄ = N

V̂⋄ (A+BF)S
V̂⋄

= N
V̂⋄AS

V̂⋄ +N
V̂⋄B(SCMF1NCM )S

V̂⋄ = A
V̂⋄,

where we use the fact that NCMS
V̂⋄ = 0. Similarly, we obtain that (A+BF)R = AR.

Thus, we have σ (A+BF) = σ (ACM +BCMF1) ⊎ σ
(
A

V̂⋄

)
⊎ σ (AR).

By assumption X+(A) ⊂ C + V⋆, which by Lemma 5.4 implies X+(A) ⊂ CM + V⋄. Thus
σ (AR) ⊂ C− by Lemma 2.1(ii). Also by Lemma 2.1(ii), since both σ((A+BF)CM ) ⊂ C−

and σ((A+BF)R) ⊂ C−, we obtain X+(A+BF) ⊂ V̂⋄ ⊂ KerD, as desired. �

5.3. Disturbance Decoupling. We are given a linear system

ẋ(t) = Ax(t) + Bu(t) + Hw(t)

z(t) = Dx(t)

where x(t) ∈ Rn, u(t) ∈ Rm, w(t) ∈ Rr and z(t) ∈ Rq. The signal w(t) has been introduced
to represent a disturbance to the system. Suppose that the disturbance is not directly
measured, and furthermore, that we have no information on its characteristics. If the
output z(t) is the signal of interest, then one method to compensate for the unknown
disturbance is to find a state feedback u(t) = Fx(t) such that w(t) has no influence on
z(t) at any time. Then the controlled system is said to be disturbance decoupled. Define
H = ImH. A geometric statement of the disturbance decoupling problem (DDP) is to find
a state feedback F : X → U such that 〈A+BF | H〉 ⊂ KerD.

It is well-known that DDP is solvable if and only if V⋆ ⊃ H, where V⋆ := supI(A, B; KerD)
[21, Theorem 4.2]. The necessity of this condition is clear, because for any F such that
〈A+BF | H〉 ⊂ KerD we have 〈A+BF | H〉 ∈ I(A, B; KerD) by definition and H ⊂
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〈A+BF | H〉 ⊂ V⋆. The condition is also shown to be sufficient by observing that if
V⋆ ⊃ H then 〈A+BF | H〉 ⊂ V⋆ ⊂ KerD.

Theorem 5.6. Given an M-patterned triple (D,A,B) and a subspace H ⊂ X , there exists
a patterned state feedback F : X → U , F ∈ F(M), such that 〈A+BF | H〉 ⊂ KerD if and
only if V⋆ ⊃ H.

Proof. (Necessity) The condition is exactly the necessary condition for a general control.
Therefore, it is also necessary for the existence of a patterned state feedback.

(Sufficiency) Choose a patterned state feedback F ∈ F(M) such that (A+BF)V⋆ ⊂ V⋆.
For instance, the patterned feedback F = 0 can be chosen, because V⋆ = KerD for pat-
terned systems by Lemma 3.6, and KerD is A-invariant. By assumption H ⊂ V⋆. Thus
〈A+BF | H〉 ⊂ V⋆ = KerD. �

Given that V⋆ = KerD we deduce that the existence of a solution to the Patterned DDP
is independent of the dynamics represented by pair (A, B). All the possible disturbance
maps H that decouple an arbitrary disturbance from the output can be determined from the
output map D. Indeed, if the given patterned system is not already disturbance decoupled,
then there is no patterned feedback that makes it disturbance decoupled. This last property
means that for patterned systems, the problems of disturbance decoupling and closed loop
stability are independent, which is not the case for general systems.

5.4. Regulation. We are given a linear system

ẋ(t) = Ax(t) + Bu(t)

y(t) = Cx(t)

z(t) = Dx(t)

where x(t) ∈ Rn, u(t) ∈ Rm, y(t) ∈ Rp, z(t) ∈ Rq. The output stabilization by measurement
feedback problem (OSMFP) is to find a measurement feedback u(t) = Ky(t) such that
z(t) → 0 as t→ ∞. An equivalent geometric statement of the problem is to find K : Y → U
such that X+(A+BKC) ⊂ KerD. Output stabilization by measurement feedback is a
regulation problem. The static feedback case presented above is closely related to the
Restricted Regulator Problem (RRP), where the latter is formulated as output stabilization
by state feedback with a restriction placed on the form of the state feedback in order to
capture the condition that only certain states are measurable.

Problem 5.1 (Restricted Regulator Problem (RRP)). Given a subspace L ⊂ X with AL ⊂
L, find a state feedback F : X → U such that

KerF ⊃ L

X+(A+BF) ⊂ KerD.

The subspace L provides a geometric way to capture the information structure in the
problem. This is because the condition KerF ⊃ L effectively characterizes which states can
be employed by the state feedback. A key condition in the statement of the RRP is that L
must be an A-invariant subspace; this condition makes the problem tractable. The choice
of L can be understood a little better by decomposing the dynamics of the system. Since L
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is A-invariant there exists a coordinate transformation R : X → X , such that in the new
coordinates the matrix pair (A,B) becomes

(
R−1AR,R−1B

)
=

([
A1 A2

0 A3

]
,

[
B1

B2

])
.

This separates the dynamics on and off L. The condition KerF ⊃ L implies that in new
coordinates F̃ =

[
0 F2

]
, and

Ã + B̃F̃ =

[
A1 A2 + B1F2

0 A3 + B2F2

]
.

The idea is to choose L such that all the states off L, or at least estimates of them, are
available to be used as feedback. Then the dynamics of the available states can be controlled
separately from those on L. If an observer is employed, one could use N , the unobservable
subspace, as L since it is always A-invariant. However, OSMFP calls for only static mea-
surement feedback, rather than an observer. To obtain a solution, a necessary criterion is
L ⊃ KerC.

There is a special case, KerC = N , corresponding to all the observable states being re-
coverable by a simple transformation of the measurements. Then KerC is A-invariant and
could be used as L, which implies that the RRP is exactly equivalent to the original Output
Stabilization by Measurement Feedback Problem. In the case where KerC 6= N , KerC
is not A-invariant and a larger subspace must be chosen for L, generally the smallest A-
invariant subspace containing KerC, which is 〈A | KerC〉. The subtle difficulty is that now
the RRP is more stringent than the original problem, and the solution to the RRP repre-
sents only sufficient, but not necessary, conditions for output stabilization by measurement
feedback. To find sufficient and necessary conditions is not generally solved at this time.
Ultimately it is the same static Measurement Feedback Problem described previously, and
it is a longstanding open problem in control.

The general solution to the RRP relies on finding a maximal element, denoted by VM, of a
rather structurally complex family of subspaces [21, p.138]. There exists a simpler condition
that applies under the sufficient condition that VM = V⋆, where V⋆ := supI(A, B; KerD).

Corollary 5.7 ([21]). Suppose A(L ∩ KerD) ⊂ KerD. Then the RRP is solvable if and
only if X+(A) ∩ L ⊂ KerD and X+(A) ⊂ C + V⋆.

Now we return to the problem for patterned systems. Given anM-patterned triple (C,A,B)
and an output map D : X → Z, D ∈ F(M), the OSMFP problem is to find a patterned
measurement feedback K : Y → U , K ∈ F(M), such that X+(A+BKC) ⊂ KerD. For
patterned systems, the appropriate L to choose is the patterned unobservable subspace NM .
It is A-invariant by Fact 3.5, so we can show that solving the patterned OSMFP is exactly
equivalent to solving the following restricted regulator problem.

Theorem 5.8. Given an M-patterned pair (A,B), and an output map D : X → Z,
D ∈ F(M), there exists a patterned state feedback F : X → U , F ∈ F(M), such that

KerF ⊃ NM

X+(A+BF) ⊂ KerD
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if and only if

X+(A) ∩ NM ⊂ KerD

X+(A) ⊂ C + V⋆

where V⋆ = supI(A, B; KerD).

Proof. First we show that Corollary 5.7 applies for patterned systems. Since NM is M-
invariant by definition and KerD is M-invariant by Lemma 3.6, then NM ∩ KerD is M-
invariant. By Fact 3.5 this implies A(NM ∩ KerD) ⊂ (NM ∩ KerD) ⊂ KerD. Therefore,
Corollary 5.7 applies with L = NM .

(Necessity) Observe that the solvability conditions for the Patterned RRP are exactly the
necessary conditions for Corollary 5.7. Since they are necessary for the existence of a general
state feedback, they are also necessary for the existence of state feedback that maintains
the system pattern.

(Sufficiency) By Lemma 2.4, CM + V⋄ +NM is an M-decoupling subspace, so there exists
an M-invariant subspace R such that X = (CM + V⋄ +NM )⊕R. Divide CM , V⋄ and NM

such that CM = ĈM ⊕ (CM ∩NM), V⋄ = (V⋄∩ ĈM)⊕V̂⋄ and NM = (NM ∩V⋄)⊕N̂M . Again
by Lemma 2.4 all these subspaces are M-invariant. We conclude that the space splits into

four M-invariant subspaces given by X = ĈM ⊕ V̂⋄ ⊕ N̂M ⊕R. Let S
ĈM

: ĈM → X be the

insertion of ĈM , and let N
ĈM

: X → ĈM be the natural projection on ĈM . The restrictions

of A and of B to ĈM are defined by A
ĈM

:= N
ĈM

AS
ĈM

and B
ĈM

:= N
ĈM

BS
ĈM

. Let

M
ĈM

denote the restriction of M to ĈM . By Lemma 3.8 we have A
ĈM

∈ F(M
ĈM

) and

B
ĈM

∈ F(M
ĈM

). The pair (ACM ,BCM ) is controllable by Theorem 4.6. By Fact 3.5, ĈM is

A-invariant, so by Proposition 1.3 of [21], the pair (A
ĈM
,B

ĈM
) is controllable.

By Theorem 4.3, there exists a state feedback F1 : ĈM → U1, F1 ∈ F(M
ĈM

), such that

σ(A
ĈM

+ B
ĈM

F1) ⊂ C−. Define F : X → U as F := S
ĈM

F1NĈM
. Let R1 be an M-

decoupling subspace such that X = CM ⊕R1. From Lemma 4.5, σ(MCM ) ∩ σ(MR1) = Ø,
so σ(M

ĈM
)∩σ(MR1) = Ø. Let R2 be an M-decoupling subspace such that X = NM ⊕R2.

From Lemma 4.11, σ(MNM
) ∩ σ(MR2) = Ø, but CM ∩ NM ⊂ NM and ĈM ⊂ R2, so

σ(M
ĈM

) ∩ σ(MCM∩NM
) = Ø. Now X = ĈM ⊕ (CM ∩ NM ) ⊕ R1. We conclude σ(M

ĈM
) ∩

σ(M
V̂⋄⊕N̂M⊕R

) = Ø, so by Lemma 3.10, F ∈ F(M).

By construction, FV̂⋄ = 0, FN̂M = 0 and FR = 0. Thus, KerF ⊃ NM , as desired.

Now apply the state feedback F to obtain theM-patterned closed loop system mapA+BF.
Applying Theorem 3.9, the spectrum splits into

σ(A+BF) = σ((A+BF)
ĈM

) ⊎ σ((A+BF)
V̂⋄) ⊎ σ((A +BF)

N̂M
) ⊎ σ((A+BF)R) .

Considering (A+BF)
ĈM

, we have

(A+BF)
ĈM

= N
ĈM

(A+BF)S
ĈM

= N
ĈM

AS
ĈM

+N
ĈM

B(S
ĈM

F1NĈM
)S

ĈM
= A

ĈM
+B

ĈM
F1.
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Considering (A+BF)
V̂⋄, we have

(A+BF)
V̂⋄ = N

V̂⋄ (A+BF)S
V̂⋄

= N
V̂⋄AS

V̂⋄ +N
V̂⋄B(SCMF1NCM )S

V̂⋄ = A
V̂⋄,

where we use the fact that NCMS
V̂⋄ = 0. Similarly, we obtain that (A+BF)R = AR and

(A+BF)
N̂M

= A
N̂M

. Thus, we have

σ(A+BF) = σ(A
ĈM

+B
ĈM

F1) ⊎ σ(A
V̂⋄) ⊎ σ(A

N̂M
) ⊎ σ(AR).

By Lemma 2.4, X+(A)∩NM is M-decoupling and by assumption X+(A)∩NM ⊂ V⋆. Thus,

X+(A) ∩ NM ⊂ supD⋄(M,V⋆) = V⋄. In turn, this implies X+(A) ⊂ ĈM + V̂⋄ +R. Also
by assumption, X+(A) ⊂ C + V⋆, which implies that X+(A) ⊂ CM + V⋄, by Lemma 5.4.
By Lemma 2.1(ii), σ(A

N̂M
) ⊂ C− and σ(AR) ⊂ C−.

We conclude that σ((A+BF)
N̂M

) ⊂ C−, σ((A+BF)
ĈM

) ⊂ C−, and σ((A+BF)R) ⊂

C−. Therefore applying Lemma 2.1(ii) again, we obtain X+(A+BF) ⊂ V̂⋄ ⊂ KerD, as
desired. �

Assume that the conditions to solve the Patterned RRP are met for a given system. Then
there exists a patterned state feedback F : X → U , F ∈ F(M), such that KerF ⊃ NM ⊃
KerC. It follows that there exists a measurement feedback K : Y → U that solves the
equation KC = F. Furthermore, K ∈ F(M), and we have that X+(A+BKC) ⊂ KerD.
Conversely, if KerF + KerC then there exists no solution K to KC = F. And, if F /∈ F(M)
then any solution K would not be a member of F(M). We draw the following conclusion
showing that static measurement feedback and regulation are inextricably intertwined for
patterned systems.

Corollary 5.9. There exists a solution to the Patterned OSMFP if and only if there exists
a solution to the Patterned RRP.

6. Illustrative Examples

We present several examples of patterned systems with associated stabilization problems.
These basic examples are intended to convey the breadth of research areas that touch on
patterned systems and to illustrate the meaning of our theoretical results. A more detailed
discussion of specific patterns with physically meaningful interpretations can be found in
[9] including circulants, symmetric circulants, factor circulants, hierarchies of circulants,
uni-directional chains (triangular Toeplitz systems) and uni-directional trees.

6.1. Multi-agent Consensus. A multi-agent system consists of several subsystems that
act autonomously, and an extensively studied multi-agent objective is consensus. The con-
sensus problem is an output stabilization by measurement feedback problem. Consensus
can be achieved if there exists a measurement feedback controller u = Ky, such that z → 0
as t → ∞, where variable z defines the global consensus objective. A general K assumes
full communication between agents. It is desirable to impose structural constraints on K to
limit communication. We illustrate with an example.

We are given n identical robots and the global objective of rendezvous. Suppose the mea-
surements taken by each robot must be identical up to indices, and identical local controllers
(up to indices) must be distributed. What measurements are required for local controllers
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to exist? The robots are modeled as integrators: ẋi = ui for i = 1, . . . , n. Combine the n
robot subsystems together to obtain

ẋ =




0 0 · · · 0
0 0 0
...

. . .

0 0 0


x+




1 0 · · · 0
0 1 0
...

. . .

0 0 1


u.

We restrict the measurement matrix C to take on a circulant pattern, so that each robot
takes the same measurements up to indices, giving

y = Cx =




c0 c1 · · · cn−1

cn−1 c0 cn−2
...

. . .

c1 c2 c0


x.

but we do not specify C up front. Rendezvous is achieved when all the robots converge
to a common position, which can also be expressed as the relative positions of all robots
stabilizing to zero. A suitable global objective model is

z = Dx =




−1 1 · · · 0 0
0 −1 0 0

...
...

1 0 · · · 0 −1


x.

Thus we have a circulant system where {A,B,C,D} ∈ F(Π). The control problem is to find
u = Ky, K ∈ F(Π) such that z → 0 as t → ∞. By the results of Section 5.4, there exists a
solution to this Patterned Output Stabilization by Measurement Feedback Problem if and
only if there exists a solution to the Patterned Restricted Regulator Problem. A solution
to the Patterned RRP exists if and only if X+(A) ∩ NM ⊂ KerD and X+(A) ⊂ C + V⋆.
For the given system, we have X+(A) = Rn, NM = KerC, (C is still undefined), KerD =
span {(1, 1, . . . , 1)}, C = ImB = Rn, and V∗ = KerD. Then a suitable controller will exist
provided that

Rn ∩ NM ⊂ span {(1, 1, . . . , 1)} ,

and Rn ⊂ Rn + span {(1, 1, . . . , 1)} .

Clearly, the second condition holds. The first condition imposes constraints on NM . If we
choose the measurement model

y = Cx =




−1 1 0 0
0 −1 · · · 0 0

...
...

1 0 · · · 0 −1


x,

then NM = (1, 1, . . . , 1) and the first condition also holds. In this case, we conclude that
a circulant controller to achieve consensus exists. One solution would be the decentralized
controller u = y.
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Suppose we choose instead a measurement model where a robot measures its relative dis-
tance to the robot two places ahead, given by

y = Cx =




−1 0 1 0 0 0
0 −1 0 −1 · · · 0 0

...
...

0 1 0 0 · · · 0 −1


x.

ThenNM = (1, 1, . . . , 1) if n is odd, butNM = span {(1, 0, 1, 0, . . . , 1, 0), (0, 1, 0, 1, . . . , 0, 1)}
if n is even. In the first scenario, a controller exists; whereas, in the second, the conditions of
the Patterned RRP are not met. The conclusions from this example can also be interpreted
in terms of graph theory results on consensus.

6.2. Cellular Chemistry. Turing [19] proposed that, for the purposes of studying cellular
chemical reactions, one simple and illustrative arrangement of cells is a ring. Given a ring
of n identical cells, let xi denote the concentration of chemical X in cell i. Turing’s model
is given by

dxi(t)

dt
= αxi(t) + βui(t) + κ (xi+1(t)− 2xi(t) + xi−1(t))

= κ
(
xi+1(t) + (

α

κ
− 2)xi(t) + xi−1(t)

)
+ βui(t),

for i = 1, . . . , n. Let α = 2, β = −1 and κ = 0.5. Consider the concentration of chemical U
to be a controlled input in each cell. Then the cellular ring system has the circulant state
space model

ẋi(t) =




1 0.5 0 · · · 0.5
0.5 1 0.5 0

...
0.5 0 0 · · · 1


xi(t)− Iui(t).

Observe that this system is unstable. We assume that the cell concentrations are measur-
able, and the objective is to find a state feedback controller u(t) = Fx(t) that brings the
concentrations into equilibrium. We can express this objective as z(t) → 0 as t→ ∞, where

z(t) = Dx(t) =




−1 1 0 0
0 −1 · · · 0 0

...
...

1 0 · · · 0 −1


x(t), D ∈ C.

This is the Patterned OSP, which, by the results of Section 5.2, is solvable if and only if
X+(A) ⊂ C + V⋆. Since C = ImB = Rn, the problem has a solution.

6.3. Discretized Partial Differential Equations. We consider a simple example of how
a symmetric Toeplitz system can be converted to a patterned circulant system for the
purposes of computing a controller. Let x(t, d) be a continuous function of two variables,
defined over an interval 0 < d < l. A lumped approximation to the multi-dimensional
function is a set of n + 1 continuous functions x0(t), x1(t), . . . , xn(t) that sample x(t, d) at
regular spacings along the interval d. Let the space between sample functions be h := l

n
,

then xi(t) = x(t, ih). If the partial derivatives in time and space are appropriately ap-
proximated (using finite differences), one obtains a discretization of the PDE. For example,



24 SARAH C. HAMILTON AND MIREILLE E. BROUCKE

consider the diffusion process
∂x(t, d)

∂t
= k

∂2x(t, d)

∂d2
, (6.1)

where x is the process variable and d is a spatial variable. When the process variable is
temperature, this PDE is called the heat equation. Assume the model holds over an interval
0 < d < l, and assume boundary conditions on the process of x(t, 0) = x(t, l) = 0 for all
time. Suppose we control the diffusion process by adding n − 1 control inputs that act on
the derivative of the process variable and that are spaced evenly along the spatial extent.
There are also sensors of the process variable at each controller location. Then, using the
finite difference method, we obtained the discretized model

dxi(t)

dt
=

k

h2
(xi+1(t)− 2xi(t) + xi−1(t)) + ui(t),

i = 1, . . . , n− 1 and the boundary conditions x0(t) = 0 and xn(t) = 0 for all time.

In matrix form this system has A and B matrices which are symmetric and Toeplitz. Brock-
ett and Willems [4] showed that one way to find a near Toeplitz state feedback F such that
u(t) = Fx(t) achieves a desired trajectory x(t) is to model the Toeplitz system by a larger
circulant system. A circulant solution can be easily reduced to a solution for the Toeplitz
system. The expanded circulant system is constructed by creating a mirror image of the
original system and then connecting it to the original system at the boundary points. Con-
sider the expanded circulant system

ẋ =
k

h2
circ (−2, 1, 0, · · · , 0, 1)x + Iu

where x ∈ R2n−1 and u ∈ R2n−1. Let the initial states xi(0) in the extended system equal
the initial states xi(0) in the original Toeplitz system for i = 1, . . . , n− 1. Further, assume
that x2n−i(0) = −xi(0) for i = 1, . . . , n− 1. Then we have the following result.

Proposition 6.1 ([4]). If (a) u0(t) = un(t) = 0; (b) ui(t) in the extended system is
applied as ui(t) in the original system for i = 0, 1, . . . , n; and (c) u2n−i(t) = −ui(t) for
i = 1, . . . , n−1, then x0(t) = xn(t) = 0, xi(t) is the same for both systems for i = 1, . . . , n−1,
and x2n−i(t) = −xi(t), for i = 1, . . . , n− 1.

Now we apply the method to a pole placement problem for the diffusion process (6.1) with
k = 2 over the interval 0 < d < 4. Let the spacing between lumped approximations along
the interval be 1, then n = 4. This discretizes the PDE into three differential equations.
Assuming that 3 discrete controllers are spaced evenly along the interval, the equations are
given by

ẋ(t) =




−4 2 0
2 −4 2
0 2 −4


x(t) +




1 0 0
0 1 0
0 0 1


u(t),

with assumed boundary conditions x0(t) = x4(t) = 0 for all time. The poles of the system,
{−1.17,−4,−6.83}, are already stable but it is desirable to place the poles further into the
left half plane in order to increase the speed at which the process variable converges to the
boundary conditions. Suppose our objective is to find a feedback u(t) = Fx(t) to place the
poles at {−8,−10,−10}. Using the state space extension method, we create the symmetric
circulant 8× 8 system

ẋe =circ (−4, 2, 0, 0, 0, 0, 0, 2)xe + Iue = Aexe + Beue .
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Note that the poles of the extended systems are {0,−1.17,−1.17,−4,−4,−6.83,−6.83,−8},
which consists of the spectrum of the original system, duplicated once, and two additional
poles at 0 and −8. These additional poles are immaterial, because they will disappear when
we convert back to the original system.

It is known that symmetric circulant systems are Σ-patterned systems where Σ = Π + Π⊺

and Π is the shift operator. Therefore, by Theorem 4.3 there exists a symmetric circulant
feedback Fe ∈ F(Σ) to place the poles in any Σ-patterned spectrum if and only if X+(Ae) ⊂
C. The controllable subspace of the patterned system is ImBe, so clearly C = X and the
condition X+(Ae) ⊂ C holds. Let

Fe := circ (−4,−0.65, 1.5, 0.65, 1, 0.65, 1.5,−0.65).

It can be shown that

Fe = −10I + 0.058Σ + 0.055Σ2 + 0.098Σ3 + 0.084Σ4

+ 0.13Σ5 + 0.069Σ6 − 0.0082Σ7,

confirming that Fe ∈ F(Σ). We obtain σ(Ae+BeFe) = {0,−8,−8,−10,−10,−10,−10,−8},
which meets our pole placement criteria. Since we have found a symmetric circulant solution
to the extended problem, we will meet the conditions of Proposition 6.1. The corresponding
solution F to the original Toeplitz system is

F =




−5.5 −1.29 0.5
−1.29 −5 −1.29

0.5 −1.29 −5.5


 .

Then the closed loop system becomes

ẋ(t) =




−9.5 0.71 0.5
0.71 −9 0.71
0.5 0.71 −9.5


x(t),

where σ(A + BF) = {−8,−10,−10}, as desired. Notice that the solution F that we have
found is not exactly Toeplitz, but near Toeplitz, as desired.

7. Conclusion

We have introduced a new class of linear control systems called patterned linear systems.
The contribution is in uniting multiple patterns under the umbrella of a general theory,
and we place emphasis on some common patterns in applications: certain classes of rings,
chains, and trees. A significant outcome is that if a general controller exists to solve any
of the studied control synthesis problems, then a patterned feedback exists. If there is
parameter uncertainty so that system matrices are “almost patterned”, then known results
on robustness in feedback systems can be applied. Examination of applications is left to
future research; however, the range of practical applications can be significantly enlarged
if the theory is extended to block patterned systems. Other future research directions
include the patterned robust regulator problem, infinite dimensional patterned systems,
linear combinations of two or more base patterns, and the pattern identification problem.
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