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1 IntroductionIntelligent Vehicle Highway Systems (IVHS) has been an active research area within the CaliforniaPATH1 project for the past several years. The objective is to develop an Automated Highway System(AHS) design that will signi�cantly increase safety and highway capacity without building new roads,by adding intelligence to both the vehicle and the roadside. Several approaches to this problem havebeen proposed within the PATH project, ranging from Autonomous Intelligent Cruise Control (wherethe driver is in control of vehicle steering) to full automation. An underlying assumption in mostof these designs has been that the operation takes place under normal conditions. The de�nition of\normal" may vary from case to case, but, in general, it means benign environmental conditions andfaultless operation of all the hardware, both on the vehicles and on the roadside. Some studies to dealwith \abnormal" conditions have been made (for example [1, 2, 3]), but they are mostly concernedwith speci�c faults rather than a general framework. Our goal is to propose an AHS design thatwill perform well under almost any condition. The only abnormal conditions of operation that wedo not consider are faults in the design (e.g., a deadlock in the protocols) and in the implementationof the software, since we assume the design will be veri�ed before being implemented. Even withthis restriction it is clear that the task is large. In this report we only give an overview of what isinvolved and establish a framework for tackling the problem. The framework will partition the taskinto more manageable parts and formalize the requirements that each of them will need to satisfy.1.1 Overview of Normal Mode ArchitectureOur framework builds on the control architecture proposed in [4, 5] for normal modes of operation.Before presenting the framework we give a brief overview of this design to �x the terminology andnotation. The central concept of the architecture is that the AHS control problem is too large to bedealt with by means of a single controller. Therefore a hierarchical control structure is introduced.The design of the control hierarchy outlined in [4] centers around the notion of \platoon-ing". It is assumed that tra�c on the highway is organized in groups of tightly spaced vehicles, calledplatoons. Intuition suggests that doing this should lead to an increase in the capacity and throughputof the highway; indeed theoretical studies indicate that, if such a scheme is implemented successfully,the resulting highway throughput can be as high as four times the current throughput. Moreover,this will be achieved without a negative impact on passenger safety. By having the vehicles within aplatoon follow each other with a small intra-platoon separation (about 1 meter), we guarantee thatif there is a failure and an impact is unavoidable, the relative speed of the vehicles involved in thecollision will be small, hence the damage to the vehicles and the injuries to the passengers will beminimized. The inter-platoon separation, on the other hand, is large (of the order of 30 meters) sothat, if needed, the platoons will have enough time to come to a stop before they collide. In additiona large separation guarantees that transient decelerations will be attenuated as they propagate upthe freeway.Clearly implementation of such a scheme will require automatic control of vehicles, ashuman drivers are not fast and reliable enough to produce the kinds of inputs necessary for formingplatoons. In the architecture outlined in [4] the system is organized in �ve layers (Figure 1). The toplayer, called the network layer, is responsible for the 
ow of tra�c on the entire highway system2.Its task is to prevent congestion and maximize throughput by dynamic routing of tra�c.The second layer, called the link layer, coordinates the operation of whole sections (links)of the highway and operates at the roadside. Its primary concern is to maximize throughput while1PATH stands for Partners for Advanced Transit and Highways2The highway system might consist of interconnection of several highways around an urban metropolis.4
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Figure 1: IVHS Architecturemaintaining safe conditions of operation. With these criteria in mind, it calculates an optimumplatoon size and an optimum velocity for each highway section. It also decides which lanes thevehicles should follow to get to their destination as fast as possible. Finally, it monitors incidents onthe highway and diverts tra�c in order to minimize the impact of the incident on tra�c 
ow andsafety. Because the link layer bases its control actions on large numbers of vehicles, it treats thevehicles in a section in an aggregate manner rather than considering the state of individual vehiclesor platoons. The commands it issues are not addressed to individual vehicles but to all the vehiclesin a section; a typical command would be \30% of the vehicles who wish to get o� the highway atthe next exit should change lane now" or \all platoons in this section should try to be 10 vehicleslong". A possible design for the link layer is described in [1]. It is based on a `tra�c \
ow" modelsimilar to the ones developed for manual tra�c.The next level of hierarchy below the link layer is the coordination layer. It resides ineach vehicle and it's task is to coordinate the operation of platoons with their neighbors. It receivesthe link layer commands and translates them to speci�c maneuvers that the platoons need to carryout. For example, it will ask two platoons to join to form a single platoon whose size is closer to theoptimum or, given a command like \30% of the vehicles going to the next exit change lane now",it will decide which vehicles comprise this 30% and split the platoons accordingly in order to letthem out. The current design [6] uses protocols, in the form of �nite state machines, to organize themaneuvers in a systematic way. They receive the commands of the link layer and aggregated sensorinformation from the individual vehicles (of the form \there is a vehicle in the adjacent lane"). Theythen use this information to decide on a control policy and issue commands to the regulation layer.The commands are typically of the form \accelerate to join the preceding platoon" or \decelerate so5



that another vehicle may move into your lane ahead of you".Below the coordination layer in the control hierarchy lies the regulation layer. Its taskis to receive the coordination layer commands and translate them to throttle, steering and brakinginput for the actuators on the vehicle. For this purpose it utilizes a number of continuous timefeedback control laws ([7, 8, 9, 10, 11, 12]) that use the readings provided by the sensors to calculatethe actuator inputs required for a particular maneuver. The regulation layer communicates with thecoordination layer to inform it of the outcome of the maneuver.The bottom layer of Figure 1 is not part of the controller. It is called the physical layerand it contains the actual plant (in this case the vehicles with their sensors, actuators and commu-nication equipment and the highway topology).
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2 Outline of Proposed Solution2.1 Design GoalsThe references given in the introduction describe models and control strategies that ful�ll the re-quirements set for all the layers of the architecture. All of these laws have been veri�ed theoreticallyand tested in simulation and, in some cases, in experiments. They have been proven to perform well,mostly under the assumption that the conditions of operation are \normal" (in the sense discussedabove). Because the normal mode controllers are typically designed to be robust to external dis-turbances, the dividing line between \normal" and \degraded" conditions is fuzzy. For autonomousoperation we would like the system to be able to deal with a wide range of conditions, signi�cantlywider than the range of robustness of the normal mode controllers. Some laws also exist for operationunder severely degraded conditions. For example, [1] contains a link layer control law to divert tra�cwhen a lane is closed (because of an accident for example) and [2] describes a regulation layer controllaw for steering in case of a tire burst. These degraded mode laws however have been designedto deal with a speci�c fault and do not provide a general framework for operation under degradedconditions.Our goal here is to encompass all the laws (for normal and degraded conditions of op-eration) into a general framework.3 The result will be a fault tolerant control architecture for theAHS. The new architecture will be a qualitative as well as a quantitative extension of the normalmode architecture. Qualitatively, the degraded mode architecture maintains the hierarchical struc-ture introduced in [4] but it increases the autonomy of the system. This is achieved by adding tothe design the capability to detect faults, decide on a new control strategy and execute it. Moreover,the extended architecture adds new control laws and maneuvers in each level of the hierarchy, thusquantitatively extending the normal mode architecture.2.2 General FeaturesThe requirement for increased autonomy and the complexity of the problem imply that the extendeddesign should possess certain features.2.2.1 Hierarchical StructureFirst of all it seems that any fault tolerant AHS design will have to be hierarchical. Even fornormal mode operation the complexity of the problem forced the designers to introduce a hierarchicalcontroller. For the degraded mode architecture we have to deal with the additional complicationsarising from the reduction in the capability of the system, therefore the need for a hierarchy iseven more pronounced. The controller presented here will maintain the normal mode hierarchicalstructure (number of levels, abstraction at each level, etc.).2.2.2 Information FlowThe normal mode architecture implicitly assumes that the system capability is �xed and knowna priori. As a result the only information that the levels of the hierarchy need is sensor data onthe current state of the system (including the control messages passed from one level to the other).This assumption is no longer valid, however, under degraded conditions of operation. Therefore thedegraded mode controllers need information about the current capability of the system (in addition3To complete the framework it will be necessary to design a number of new control laws to supplement the existingones. 7



to the sensor data) to select the best possible action. Moreover this additional information needs tobe presented in a form compatible with the abstraction of the controller at each level of the hierarchy.We propose to extend the information 
ow by the addition of two more hierarchical struc-tures. The capability structure encodes the discrete changes in the system capability due to faultsin the vehicle and roadside hardware. The proposed design is in the form of a hierarchy of predi-cates, i.e., functions that return either \1" (if the system possesses a certain capability) or \0" (ifit does not). The performance structure encodes the gradual degradation in the system perfor-mance due to adverse environmental conditions and gradual wear of the vehicle components. Theproposed design consists of a set of maps from the causes of gradual performance degradation to aset of parameters (such as maximum and minimum acceleration, sensor ranges etc.) that re
ect theperformance of the system. We assume that the sensor structure has already been designed for thenormal mode (see for example [13]).2.2.3 Control StructureTo complete the design we need to specify a controller hierarchy. The closed loop system will thenlook like Figure 2. The autonomy requirement implies that we need to make an explicit distinctionbetween strategic planning and control execution. Each level of the control hierarchy will be dividedinto two layers. The top layer is a planner that is responsible for selecting a control strategy whichis consistent with the current state of the system. The lower layer is a regulator that is responsiblefor tracking the strategy commanded by the planner. This distinction was not made explicit in thenormal mode of operation, as the control strategy is �xed and the controller is only responsible forits execution (i.e., the planning level is trivial).
Plant

  Sensor 
Structure

Capability
 Structure

Performance
  Structure

 Control
Structure

Figure 2: Overview of the Supervision Problem8



An issue that needs to be addressed by the controller design is that of optimality. Thedesign of the degraded mode architecture involves a trade o� between safety, passenger comfort,performance degradation and design complexity. Ideally we would like to be able to come up with an\optimal" compromise. The formulation of such an optimal control problem is very hard however.Even the fact that we are a-priori restricting ourselves to a hierarchical design implies that thecontroller will be \suboptimal", as it is unlikely that the optimal solution for any meaningful costcriterion will be hierarchical. In this paper we present a solution to the degraded modes problem,without making any optimality claims. The related questions will be discussed further in Section 6.2.3 The Design ProcessOur approach to the design of a degraded modes architecture involves a number of steps:1. Identify faults and causes of gradual performance degradation2. Develop ways of modeling the capability of the system and determine the e�ect of the factorsin 1 on the capability3. Classify the factors in 1 according to their e�ect on 2.4. Extend the control architecture to deal with the classes established in 35. Design controllers for the extended architecture6. Verify (wherever possible) and simulate the extended architecture7. Identify the shortcomings of the proposed design and return to 4 to �x themSteps 1, 2 and 3 will be the main topic of this report. For step 1, an exhaustive list of faults andother causes of performance degradation was compiled and is given in the Appendix. For step 2, aframework for modeling the capability of the system in the presence of faults is given in Section 3.The fault classi�cation (step 3) induced by our modeling framework is discussed in Section 4. Basedon the work carried out for the �rst three steps, in Section 5 we discuss the requirements that theextended controllers (step 4) for the link, coordination and regulation layers need to satisfy. We alsogive a brief description of a possible coordination layer design and state the additional requirementsthat its implementation imposes on the physical layer. The details of the design, as well as veri�cationresults (corresponding to steps 4 and 6) are the topic of a companion report ([14]). It should be notedthat many iterations between steps 4 and 6 may be needed before a satisfactory design is obtained.
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3 Modeling Capability3.1 Capability MonitorThe control scheme for normal operating conditions presented in [4] relies on a number of sensors,actuators and communication devices, both on the vehicles and on the roadside. All this additionalhardware as well as the standard mechanical parts of the vehicles are prone to failure. Such a failure,in either the vehicle or the infrastructure will directly in
uence the capabilities of the system as awhole and therefore restrict the controls that the supervisor can implement.To monitor the capability of the system we propose a design based on a hierarchy ofpredicates. Each predicate will monitor one functional capability and will return a 1 (True) if thesystem possesses the capability in question or a 0 (False) otherwise. The predicates will be arrangedin a hierarchy similar to that of the normal mode supervisor. The values returned by the higherlevel predicates will depend on the values of the lower level predicates. This scheme can be used tosystematically go through combinations of faults and design specialized control laws that utilize theremaining capabilities so that the impact of the faults on the system is minimized in each case. Wewill start describing this hierarchy at the bottom and work our way up.3.1.1 Physical Layer PredicatesThe supervisor structure assumes that the vehicles and the roadside have access to certain resources,namely, sensors, actuators and communication devices. We model each one of these resources as apredicate, that returns 1 if the resource is available and functioning and 0 otherwise. Assuming thatthe supervisor requires na actuators, ns sensors and nc communication devices, the capability of thephysical layer can be expressed as a vector of zeros and ones of dimension ns + na + nc:f0; 1gns+na+ncThis vector re
ects which resources are functioning and which are not. It should be noted thatfor simplicity the actuator predicates are interpreted as re
ecting the capability of the vehicle toaccelerate, decelerate and turn. Therefore they incorporate information about basic vehicle func-tionality, like engine and tires being in proper working order, enough fuel, etc. Predicates for thesebasic functionalities can explicitly be added at the cost of a small increase in the complexity of themonitor.3.1.2 Regulation Layer PredicatesThe regulation layer contains a number of control laws, both longitudinal and lateral. Each one ofthese laws makes use of a number of physical layer resources, primarily sensors and actuators. Fora regulation layer controller to be functional, all of these resources need to be available. Therefore,the applicability of a regulation layer controller can be modeled by a predicate whose value dependson the values of the predicates for the physical layer.Consider, for example, the Autonomous Intelligent Cruise Controller proposed in [10] asthe default longitudinal law for the leader of a platoon. This longitudinal control law uses sensorreadings of velocity and acceleration of the vehicle, and of the spacing and relative velocity withrespect to the preceding vehicle to calculate inputs for the throttle and brake actuators. Withoutgetting into the details of the control law, we can see that the lead controller predicate can be viewedas an AND predicate on the values returned by the predicates for the velocity, acceleration, spacingand relative velocity sensors and the brake and throttle actuators. Likewise, the law proposed in [7]for the followers in a platoon makes use of additional information about the state of the leader of the10
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In addition to density and average velocity information (which will be provided by thesensor hierarchy), a link layer design for degraded conditions of operation needs information aboutdiscrete events that limit the capabilities of its sections. The example presented in Section 5.1indicates four such events: section is blocked, section contains no vehicles, section contains vehiclesqueued behind an accident and section contains emergency vehicles. Similar events are also relevantfor any entrances and exits that may be contained in the link.These properties can be modeled as a set of predicates for each section, entrance or exitthat return one if the link possesses the property (e.g., is blocked) and zero otherwise. The valuereturned by these predicates should depend on the capability vectors of all vehicles in the section.For example, if a section contains a broken down vehicle then the predicate for \section is blocked"should return one. In addition the values of the predicates should also re
ect certain infrastructurefaults. For example the fault \uncontrolled object in the lane" (which may refer to debris froman accident in one lane spilling over to an adjacent lane) should also cause the predicate \sectionis blocked" to return one. Let nI denote the number of the relevant infrastructure faults, Ni thenumber of platoons in section i and nsec the number of predicates for each section (nsec = 4) thenfor all sections, entrances and exits contained in the link we can de�ne maps:Fsi : f0; 1gNincoord � f0; 1gnI �! f0; 1gnsecFenj : f0; 1gNjncoord � f0; 1gnI �! f0; 1gnsecFexk : f0; 1gNkncoord � f0; 1gnI �! f0; 1gnsecwhere i; j; k range over the number of sections, entrances and exits contained in the given link. Aswill be seen in Section 5.1, the values of the output predicates for each section will be used by thelink layer controllers as events that trigger transitions from one desired velocity and density pro�leto another.3.2 Performance MonitorThe performance monitor is designed to continuously determine the e�ect of disturbances on thesystem and draw the line between acceptable and unacceptable degradation of performance. Incase of acceptable disturbances, the controller parameters can be tuned (on-line) to improve systemperformance. The performance monitor invokes a degraded mode controller at the occurrence of anunacceptable disturbance.3.2.1 Robustness Analysis FrameworkThere are three elements involved in this process. The �rst is the causes of gradual performancedegradation, which the supervisor will have to guard against. They include adverse weather con-ditions (such as rain, fog or snow) and gradual hardware degradation (such as brake ware). Anextensive list, compiled by consulting with numerous PATH researchers is given in Appendix B. Wewill use C to denote the set of performance degradation causes. Assuming there are c such causes, Chas the form: C = fCi=i = 1; : : : ; cgEach Ci is a real number whose magnitude signi�es the severity of the cause (e.g. the longitudinalwind measured in meters per second). 44In its simplest form Ci can be thought of as a predicate that returns 1 if cause i is present and 0 if it is not. \Soft"approaches, such as fuzzy logic may be used to quantify more elusive causes, such as snow or fog.14



The second factor is the performance parameters that can be used to monitor the capabilityof the system. These performance parameters depend on the layer of the architecture and include, forexample, the maximum and minimum deceleration available to the vehicle (for the physical layer),and the maximum tracking error of the various continuous time controllers (for the regulation layer).We use P to denote the set of performance parameters. The set P can be divided according to thelevel of the hierarchy associated with each parameter.P = PP [ PS [ PR [ PC [ PL [ PNwhere PP = fP iP ; i = 1; : : : ; npg are the parameters associated with the physical layer, PS =fP iS ; i = 1; : : : ; nsg are the ones associated with the sensors and communication devices, PR =fP iR; i = 1; : : : ; nrg the ones associated with the regulation layer, etc. A list of the associatedperformance parameters considered for each level is given in the appendix.The �nal factor is the performance requirements. They can be thought of as bounds on theperformance parameters. More formally performance requirements can be thought of as predicateson the space of performance parameters:Ri : P �! fTrue;Falseg i = 1; : : : ; rRobustness analysis involves �nding functional relationships between causes of gradualperformance degradation and the performance parameters. In other words we would like to establisha map: f : C �! Pthat determines how the causes of performance degradation a�ect the performance parameters. Thismap will depend on the details of the control laws. It can be quantitatively altered by changes in thecontroller parameters. The qualitative dependencies will be �xed, unless major changes are made inthe design. The qualitative dependencies for the set of performance parameters discussed above areoutlined in the appendix. The range of conditions Ĉ under which the performance of the system isacceptable is now given by: Ĉ = r\i=1 f�1(R�1i (True)) � CMany iterations (o�-line) may be needed in order to properly capture the system requirements interms of the above equation for Ĉ.3.2.2 Robustness Enhancement
f R

C {True, False}
rFigure 6: On-line controller tuningEnhancing the robustness of the system involves enlarging Ĉ. This framework can be used for o�-linerobustness enhancement of the design, where the controllers are tuned (o�-line) to accommodate thelargest set of conditions Ĉ. The framework can also be used to increase the system autonomy by15



on-line tuning of the controllers. If the requirements of the control laws are not met by the capabilityparameters at any time (e.g., a join controller may need the vehicle to decelerate faster than thecapability of the vehicle at the current time), the control laws are tuned until the new requirementsare met by the parameters. This process is represented by Figure 6.3.2.3 Degraded Mode InitiationEven after the domain Ĉ has been maximized, there will probably still be some conditions in C whichare not covered. These conditions for which performance is unacceptably degraded will be treatedby the supervisor in a way similar to the treatment of loss of capability due to faults. In this sense,the e�ect of gradual degradation and limits of robustness can be modeled as an extra term on thepredicates (Figure 7). Overall the degraded mode controllers will have to be designed for the causes
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Figure 7: Introduction of robustness predicatesin C � Ĉ.3.2.4 ExamplesBased on the normal mode AHS design, we have identi�ed the causes of performance degradationand the performance parameters. Appendix B contains the list of causes of gradual performancedegradation. The list is further classi�ed into environmental causes and vehicle causes. Note thatthis list also depends on the the particular design of the AHS, which in this case is the platooningarchitecture of [4]. In Appendix B, we provide a list of performance parameters classi�ed accordingto the hierarchical structure of the controller. We have also identi�ed the qualitative compositionof the maps f that capture the e�ect of C onto P . The complete quantitative speci�cation of themaps will be possible after testing the system in the aforementioned environment. Once these mapsare determined, the performance monitor along with the controller tuning module can be completelydesigned. We outline the possible design of the robustness enhancement module by examples:Leader ControlWe suggest some simple changes that would increase the autonomy of the current leader controllaws. 16



1. If the limits on P 1P are violated, the join/split/change lane trajectories used in the regulationlayer feedback control design [10] should be recalculated to accommodate for the reducedacceleration capability. Di�erent limits for aborting the maneuvers should be set in the interfaceof [16].2. If the limits on P 2P are violated similar measures should be taken. In addition the headway(inter-platoon distance) should be increased and/or the desired speed should be reduced. Forexample, supposeR1 = famin < �3gR01 = famin 2 [�3;�1)gR001 = famin � �1g = Boundary of unacceptable aminthe normal mode requires the deceleration to be at least �3m=s2. If some Ci (say rain) causesamin to become greater than -3, but less than -1, the robustness module augments the controllaws (say changes the join trajectory), inducing a change in f . The corresponding requirement(R01) is also modi�ed to re
ect the change. If some other Ci (say leak in brake 
uid) causesamin to become greater than -1, the robustness module calls for a degraded mode.3. The join control law has to be robust to handle the e�ect of C1, C14, C17.4. If C24 a�ects the sensor range, then the desired speed should be reduced and/or the headwayshould be increased.Similar measures can be taken for the remaining control laws. For example for a lateralcontroller, if the limits on P 2R are violated the desired speed should be reduced, particularly on acurved road. It should be noted that the three step procedure suggested here (causes of degradation,performance parameters, performance requirements) allows us to simplify the robustness analysistask. In the above discussion only the performance parameters were needed to tune the controllers.E�ectively we were to group large numbers of performance degradation causes into classes, based ontheir e�ect on the performance parameters. Apart from the obvious simpli�cation this also makesthe design a lot more 
exible, as it allows us to add the e�ect of more causes of degradation withminor changes, by linking them to the performance parameters.
17



4 Fault Classi�cationAppendix A contains a comprehensive list of faults, for both the vehicle and the infrastructure. Be-cause the list is so large, we would like to be able to design controllers that deal with whole classesof faults or combinations of faults. In this section we show how the capability and performancestructures can be used to induce such a classi�cation. The classes re
ect the potential available inthe system in the presence of a combination of faults and adverse conditions. Faults in the sameclass will lead to the same predicates in the capability structure returning zeros. Using this principleas a guide we are able to distinguish the following classes:Vehicle stopped, must stop: This class contains the most serious vehicle faults. The vehiclecan not continue moving on the AHS safely and has either already come to a stop or it should becommanded to do so and wait to be towed away. Because of the severity of the situation, all the layersof the control architecture will undergo some degradation in performance and assist in resolving thefault condition.Faults in this class will typically lead to a false \Capable of being a free agent" predicate inthe regulation layer supervisor. This will in turn lead to predicates returning zeros all the way up tothe link layer. Depending on the type of fault we identify three subcategories which are di�erentiatedby the technique that is used to stop the faulty vehicle. The subclasses and the faults contained ineach one of them are listed in the appendix.Vehicle needs assistance to get out: The faults in this class are slightly less serious. The vehiclemay continue moving but has lost some essential capability and it must therefore exit the AHS assoon as possible. Moreover, it needs the assistance of its neighbors to do so. Typically, faults inthis class will result in the normal mode coordination layer predicate returning a zero without anyof the link layer predicates being a�ected. Therefore, these faults can be handled locally and neednot involve the higher levels of the architecture (link and network). As before, the faults are dividedinto subclasses according to the a�ected capability.Vehicle needs no assistance to get out: The faults in this class are even less serious. Typicallythe vehicle is fully functional but should leave the system soon to avoid further problems and haz-ards (in case a second fault occurs for example). Typically faults in this class result in regulationlayer predicates returning zeros, without any coordination layer predicates being a�ected. They arehandled by special controllers in the regulation layer and neither the neighboring vehicles nor theroadside need to be alerted.Vehicle does not need to get out: This class contains minor faults that require no special actionbut should nonetheless be recorded and the driver should be noti�ed in case he needs to alter thetravel plan. They result in only physical layer predicates returning zeros.Infrastructure failures: This class includes all faults that induce a reduction in the capability ofthe infrastructure. They usually lead to severe degradation in performance. Some of them can behandled by the normal mode controllers of the link and network layers, but some may need drasticchanges in the operation of the system. The faults re
ected in the infrastructure predicates discussedin Section 3.1.5 are contained in this class. They result in link layer predicates returning zeros, with-out any changes in the coordination layer predicates.Driver{Computer interaction down: Problems in this class mainly occur during the entry and18



exit to the system. We assume that once on the freeway, the driver may not interfere with thesystem operation and therefore can not induce any special faults. These faults are resolved by simpleadditional strategies that do not interfere with the rest of the design (see [11] for details).Now each of the faults can be assigned to a unique class (the classi�cation was alreadycarried out in Appendix A). It should be noted that, even if the list in the appendix is not exhaustive,any additional faults we come up with can be uniquely classi�ed using this scheme. Moreovercombinations of faults can also be classi�ed similarly.
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L3 L1L2Figure 9: Stage 1: Vehicle stopped on highwaypredicate hierarchy of Section 3.1. If the fault is in the infrastructure, or the fault requires assistancefrom the link layer, the capabilities of the link layer are also a�ected. In this case, however, a mapfrom infrastructure capabilities to control strategies is harder to obtain, because the model for thelink layer is not a discrete event system. As the current design of the link layer uses a 
ow model, atranslation is made from capabilities to control strategies for the link layer using a density/velocitypro�le generator, which is described in Section 5.1.What is presented in this section is an outline of control strategies that are proposed fordealing with the fault classes presented in the previous section. These control strategies have notbeen explicitly optimized for capacity and safety. Some discussion of the optimality of the design isgiven in Section 6.5.1 Link Layer5.1.1 OverviewFor normal operation, the primary consideration of the link layer is to maintain a smooth 
ow oftra�c and ensure that all vehicles make their exits. Under degraded conditions, however, other con-siderations such avoiding an incident, facilitating emergency vehicle access, etc. become prominent.To highlight this point consider the following example:Suppose a faulty vehicle has stopped in the middle lane of a three lane highway. Thevehicles immediately behind the faulty vehicle will stop and form a queue. The safety critical taskof stopping vehicles upstream before they hit the stopped vehicle is carried out by the regulationlayer control laws. The link layer controller will invoke an incident avoidance control strategy.The following �gures present snapshots of desired tra�c patterns and link layer commands overdi�erent time intervals. They indicate both the temporal and the spatial extent of the performancedegradation. In Stage 1 (Figure 9), the section labeled stop has a change of capability of the form\section is blocked". Adjacent lanes are slowed down to facilitate the vehicles from the stopped laneto change out. Some vehicles will queue behind the incident.In Stage 2 (Figure 10), there are no vehicles in the stopped lane in section L2. There is agap created in an adjacent lane which travels towards the stopped vehicles at the speed of that lane.This strategy has been triggered by the predicate \section contains queued vehicles" becoming truefor section L1, as well as the predicate \section contains no vehicles" for section L2 becoming true.As the gap approaches (Figure 11), the queued up vehicles Back Up in the empty spacein L2, speed up to adjacent lane speed and change lane into the gap. The gap creation and vehicle21
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currently underway for the activity model of [17].5.1.3 Link Layer RegulatorThe task of tracking the strategy determined by the supervisor is carried out by the link layerregulator. The objective at this level is to translate the desired tra�c patterns to commands for thevehicles in each section. The commands will in general take the form of velocity and lane changesuggestions, and join and split suggestions. The nature of the commands will depend on the modelingformalism used by the regulator. Such di�erences will be taken care of by an appropriate design ofa link-coordination layer interface. The regulator should monitor the tra�c in the link and usefeedback to guarantee that the desired strategy is tracked by the closed loop system.A possible regulator design is presented in [18]. The design accepts as inputs velocityand density pro�les and issues velocity commands to the vehicles (both longitudinal and lateral).Asymptotic tracking of the desired pro�les was proved based on a 
ow model for the tra�c and usingLyapunov stability analysis. The performance of the regulator is currently being investigated on theSmartPath simulation platform.5.2 Coordination Layer5.2.1 OverviewSimilar to the link layer, the coordination layer consists of a two level control structure (Figure 8).The upper level, called the coordination supervisor, is responsible for strategic planning. It deter-mines the sequence of maneuvers that a vehicle should carry out. The lower level contains protocolsfor coordination of individual maneuvers with the neighbors. We call this level the coordination layermaneuver level. The normal mode coordination layer is structured in a similar way. New strategiesare added both to the coordination supervisor and to the coordination maneuver level in order toextend the design to faulted conditions.5.2.2 StrategiesThe coordination supervisor contains a set of strategies corresponding to the fault classes of Section4. A strategy consists of a prede�ned sequence of atomic maneuvers. For faults in the class \vehiclestopped/must stop" a two step strategy is employed. In the �rst step, a strategy for stopping thevehicle is chosen while, the second step determines what needs to be done once the vehicle is stopped.If the vehicle is stopped before the fault is detected only the second step is relevant. The strategyemployed for the �rst step depends on which subclass the fault belongs to. If the faulty vehicle haslost its braking capability, then it uses Aided Stop strategy in which the vehicle in front of the faultycar applies gentle braking to bring both the vehicles to stop. If the faulty vehicle is a leader, thenit executes a Front Dock maneuver to become a follower. For other subclasses, the faulty vehicleemploys either a Gentle Stop, or a Crash Stop strategy. The names re
ect the severity of brakingemployed to bring the vehicle to a stop. Once the vehicle comes to rest, the link layer employsstrategies to ease congestion, divert tra�c away from the incident, assist emergency vehicles and getthe queued vehicles out. Coordination layer strategies are also designed for the vehicles stopped inthe queue to Backup and then Catch Up with the adjacent lane tra�c so as to move out.All other strategies result in the faulty vehicle leaving the highway on its own. Note thatthe link layer need not be involved for these faults. For faults in the class \vehicle needs assistanceto get out" a strategy called Take Immediate Exit(TIE) is executed by the coordination layer. Thestrategy consists of up to two Forced Split maneuvers for the faulty vehicle to become a free agent.24



The free agent then executes a number of Emergency Lane Change maneuvers until it reaches therightmost automated lane from where it takes the next exit. Figure 16 contains highway snapshotswhile the TIE maneuver is in progress.This strategy is used by all subclasses except in cases where the vehicle capabilities limitits use. This situation is encountered if the vehicle can not sense distant objects (needed for leaderoperation). In this case, a modi�ed version of TIE, called Take Immediate Exit - Escorted is used.The faulty vehicle leaves the highway system as part of a two vehicle platoon in which the faultyvehicle is the follower (Figure 17). This requires a Front Dock maneuver if the faulty vehicle isa leader of a platoon to start with. The leader of this platoon (called the escorting vehicle) nowexecutes a TIE strategy until it drops o� the faulty vehicle at the nearest exit.Finally, for faults in the class \Vehicle needs no assistance to get out" a control strategycalled Take Immediate Exit - Normal is chosen by the coordination layer supervisor. TIE-Normal is amilder version of TIE in the sense that it uses normal mode lane change maneuvers. The neighboringvehicles and the roadside are not a�ected by this strategy.5.2.3 ManeuversTo implement the above control strategies, the coordination layer supervisor makes use of the normalmode maneuvers as well as the new maneuvers, Forced Split , Emergency Lane Change and FrontDock . These maneuvers collectively serve as the regulator level of the extended coordination layer.In Front Dock (Figure 18), the last vehicle of the preceding platoon decelerates to join the faultyvehicle platoon as a leader. Front Dock can thus be considered as a reciprocal of the normal modejoin maneuver. The maneuvers Forced Split and Emergency Lane Change are variations of the nor-mal mode maneuvers split and lane change.Due to space limitations, we do not describe these maneuvers and strategies in detail.Design and veri�cation of the extended coordination layer controller is presented in the companionpaper [14].5.3 Regulation Layer5.3.1 OverviewThe regulation layer also consists of two levels, a supervisory level and a regulator level. The regulatorconsists of a set of continuous feedback controllers for each task de�ned by the coordination layer. Theregulation layer supervisor acts as an interface between the discrete event system of the coordinationlayer and the continuous feedback laws of the regulation layer. We brie
y describe the functionalrequirements of the extended regulation layer below. A detailed design of the extended regulationlayer is a current research area.5.3.2 SupervisorThe normal mode regulation supervisor of Figure 19 (originally designed in [16]), is a �nite statemachine whose transitions depend upon the commands from the coordination layer, the readings ofthe sensors (physical layer responses) and the state of the continuous controllers. It plays a dualrole. On the one side it acts as a symbol to signal translator and therefore directly in
uences theevolution of the continuous system. It receives the coordination layer commands (symbols) and usesthem to switch between the di�erent continuous layer controllers (signals). In addition it keeps trackof which of these controllers needs to be initialized (symbol) and carries out this initialization by25



directly changing the controller state (signal). In the other direction the supervisor acts as a signal tosymbol translator. It processes the sensory information (signal) and presents it to the coordinationlayer in an aggregate form compatible with the �nite state machine formalism (symbol). It alsomonitors the evolution of the continuous system (signal) and decides if the maneuver in progress issafe or not. If at any stage the maneuver becomes hazardous it aborts it, noti�es the coordinationlayer of its decision (symbol) and switches to a di�erent continuous control law that will get thesystem back to a safe con�guration. The normal mode regulation supervisor was designed in [16] asan interface between the coordination layer design of [6] and the regulation layer control laws of [10].The above interface combines discrete event and continuous dynamical systems to form ahybrid system. Unfortunately there is no systematic way of verifying the complete hybrid system atthis time. Such a proof will be required to show that the design is safe, i.e., automated vehicles do notcrash with each other. Even though, the regulation layer control laws were individually proved to belocally stable ([10]) and the coordination layer was proved to be deadlock free and live ([6]), when thetwo were combined by using above interface and tested using the SmartPath simulator ([19]), somevehicle crashes were observed ([20]). Some of the regulation layer maneuvers were redesigned ([15])and the safety criterion in the interface were modi�ed ([21]) to enhance the safety of the system.The mathematical veri�cation of safety of the normal mode design is still under way (see [22] for anoptimal control approach to veri�cation of this hybrid system).The degraded mode regulation supervisor will be required to play a similar role. Theoutline of the �nite state machine is shown in Figure 20. All the details of this design can notbe completed before the feedback control laws for the new maneuvers are speci�ed. Design andveri�cation of an interface to guarantee safety of the vehicles in presence of faults is still an activeresearch area.5.3.3 Control LawsMost of the coordination layer maneuvers described above can be carried out by tuning some of theregulation layer feedback control laws designed for normal operation. For example, the maneuversELC and FS will use the normal mode regulation layer lane change and split feedback control lawsrespectively ([10, 15]). The new maneuvers front dock and platoon lane change (needed for TIE-Eand queue management) need separate regulation layer control laws to be designed.5.4 Physical Layer5.4.1 Normal Mode RequirementsFor normal operation, each vehicle should be capable of detecting the relative distance and velocityfrom the car in front, in its own lane, apart from measuring its own velocity and acceleration. Thenecessary range of this sensing depends on the maximum speed allowed on the highway and themaximum deceleration a vehicle can apply. It takes 90m for a vehicle to stop from the maximumspeed of 30m=sec using the maximum deceleration of 0:5m=s2, thereby requiring the sensor range tobe at least 90m. If the lane change maneuver is not restricted to take place at certain locations5, thenwe also need 90m range for the sensors detecting relative distance and velocity of the vehicles in theadjacent lane (in both front and rear of the vehicle). Actuators for acceleration, braking and steeringare needed for automatic operation of the vehicles in an AHS. The coordination layer protocols need5Lane changes can alternatively be designed so as to take place only at certain �xed locations on the highway. Suchan approach is used for changing lane from the transition lane to the automated lane in the entry maneuver design of[11]. In this case, the lane change is assisted by roadside sensors allowing on-board vehicle lateral sensors to have areasonably small range. 26



inter-vehicle communication capability that ranges over at least the sensor range on the front andthe rear of the vehicle and spanning across two lanes on either side. The follower control laws of[7] need infrared communication link to transmit the acceleration of the lead vehicle of the platoon.The normal mode architecture also requires radio communication capability between link layer andindividual vehicles as well as �xed communication infrastructure for link-to-link data transmission.5.4.2 Degraded Mode RequirementsThe degraded mode architecture proposed here only keeps track of functionality or the capability ofthe physical layer. The capability can be enhanced by using multiple redundant sensors along withsensor fusion. Sensor fusion schemes for AHS are discussed in detail in [13]. We also assume thatfault detection methods exist on the vehicle and the infrastructure which together with the sensorfusion methods, appropriately �ll out the capability vector of the physical layer.For the degraded mode architecture, we need longitudinal distance and rate sensors de-tecting rear vehicles, in addition to the sensors used for normal mode controllers. The number ofredundant sensors for each functionality should be calculated based on the failure probability ofsensors. Similar to the predicate hierarchy of Section 3.1, the failure probability of individual com-ponents will propagate into probability of crashes and injuries. The goal of the project is to design afault tolerant architecture and controllers so as to substantially reduce probability of collisions andinjuries over the current manual tra�c.
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6 Discussion & Further IssuesThe overall fault tolerant control architecture can be described with the help of Figure 21. The systemstarts operation in the normal mode. There are two loops starting and ending in normal mode. Therobustness analysis loop represents the on-line parameter tuning described in Section 3.2. In caseof severe disturbance or loss of capability due to a fault, the bigger loop involving degraded modesof operation is invoked. Each vehicle is supposed to be equipped with fault detection mechanisms.Once a fault is detected6, the appropriate predicate for the physical layer capability changes from1 to 0. This change propagates upwards through the predicate hierarchy of Section 3.1. The faulthandling module of Figure 21 is responsible for fault classi�cation based on the state of the capabilitymonitor. The coordination supervisor of the faulty vehicle then selects the optimal7 strategy amongthe ones that are possible8 . The selected degraded mode strategy is then carried out by the faultyvehicle. This strategy will often need assistance from the neighboring vehicles. Cooperation from theneighbors is guaranteed by assigning the degraded mode strategies higher priority than the normalmode strategy. Thus, if the faulty vehicle or the neighbors required in the degraded mode maneuverexecution are already engaged in a normal mode maneuver, then the normal mode maneuver willbe aborted. This scheme works well in case of isolated faults on the highway. The request for adegraded mode maneuver by the faulty vehicle can get rejected if the neighbor itself is engaged ina higher priority degraded mode maneuver. The faulty vehicle in this case chooses the next beststrategy until the only possible alternative is to stop on the highway. See [14] for a detailed discussionon priorities among di�erent strategies. The degraded mode maneuver can also get aborted by theregulation layer of the vehicles involved for safety reasons. This type of abort will be issued bythe interface or the regulation supervisor if a maneuver following a particular control law becomessafety critical. The degraded mode state of Figure 21 represents the controllers designed for degradedmodes of operation. After successful completion of the degraded mode strategy, the faulty vehicleis removed from the highway (either by a tow truck or from the assistance of the neighbors) andall other vehicles on the highway return back to normal mode of operation using the recovery state(Figure 21) controllers. Although we have shown recovery state explicitly in the diagram, we do notexpect to have special recovery laws for the coordination and the regulation layer. Special recoverylaws may be needed by the link layer to assigns optimum speeds and lane change restrictions so asto bring tra�c stopped behind an accident back to the normal state.For the duration of the fault, the faulty vehicle and the neighboring vehicles9 operatein a degraded mode wherein the speeds and throughput considerations get lower priority than thesafety of the faulty vehicle. The proposed architecture is an attempt at keeping the performancedegradation to a minimum by localizing the extent of a fault.6.1 Design OptimalityThe design of controllers for degraded modes involves tradeo�s between safety, complexity of coordi-nation and control, and performance degradation of the AHS. Performance degradation is measuredin terms of congestion (loss of throughput) and discomfort to the passengers caused by the malfunc-tion. In the control design, topmost priority should be given to the safety of the vehicles. There canbe many designs satisfying a given safety requirement which di�er in the other two criteria, namely,6See [13] for fault detection and sensor fusion details7Refer to [14] for the priorities assigned to di�erent strategies.8Note that normal mode strategy will no longer be possible due to the fault, unless the fault belongs to the category\vehicle does not need to get out".9The size of the neighborhood depends on the type of fault28



control complexity and performance degradation. For example consider the following solution to thedegraded mode control design problem:A faulty vehicle always stops on the highway regardless of the type of fault. In caseof faults that limit the capability of the vehicle to perform basic driving functions, thestopped vehicle waits for an emergency vehicle to tow it out of the highway. Otherwise,tra�c in all other lanes towards the direction of the exit is stopped for the faulty vehicleto exit by itself.This strategy involves minimal coordination between vehicles as the faulty vehicle can stop by itselfin most cases. The roadside controller then needs to stop the tra�c in the other lanes to let thisvehicle exit the highway. But a stopped vehicle on the highway results in severe loss of throughputand can create massive congestion depending on the tra�c density. By using this strategy, we canmaintain safety and simplicity at the cost of throughput. Moreover we need to make extensive useof the roadside controller in a safety critical way.Our approach has been to design control laws to achieve the objective of taking the faultyvehicle to the nearest exit without stopping it on the highway10. As already discussed, the lowerlayers have access to more detailed information and operate at a faster time scale. They are thereforebetter suited to assess the safety of a given situation. We have tried to delegate as many decisionsand control actions as possible to the lower layers of the control hierarchy in order to make thesystem more robust to error. This localization of failures has been our �rst criterion for optimalityof the extended architecture. As a result, our control laws need assistance from the neighboringvehicles thereby increasing complexity. Overall, our design maintains safety and reduces performancedegradation at the cost of complexity of control.It should be noted that, because of its complexity, formulation and solution of the degradedmodes problem in terms of optimal control is very di�cult. The fact that we came up with ahierarchical design and based it on a classi�cation of faults implies that our solution will probablynot be optimal in any meaningful cost criterion. Our design represents a particular compromisebetween safety11, capacity and complexity. It is yet to be veri�ed that our approach results inless performance degradation than the simple strategy described above. This is a topic of furtherresearch.6.2 Veri�cation IssuesAfter designing the control laws in this framework, the extended architecture has to be veri�ed beforeimplementation. The extended coordination layer control laws have been veri�ed to be deadlock free,live and fair [14]. The above discrete proof makes simple abstractions of the continuous dynamicsof the regulation and physical layer such as; the regulation layer always follows the orders of thecoordination layer, it completes each maneuver without colliding with other cars, will not aborta maneuver in�nitely often and will be collision free even after aborting a maneuver. This proofwill su�ce to guarantee safety of vehicles if the continuous dynamics can be designed to obey theabstractions. From past experience [10, 16, 20] it is clear that the regulation layer control laws can notbe designed to satisfy such abstractions in presence of a wide variety of disturbances. The di�culty10In certain cases such as faults in Appendix A.1, stopping the vehicle is the only alternative for safety. To improvethe system performance the hardware design must keep the probability of occurrence of these faults to a minimum.11It is an ongoing e�ort to prove that the extended architecture is in fact safe. Proving system safety will involve thehybrid system resulting from the interactions of the coordination and the regulation layer. From our past experience,it seems plausible that for our framework (and the coordination layer of [14]), suitable regulation layer controllers canbe designed to satisfy the safety requirement. 29



arises because of the actuator constraints, sensor limitations and constraints on the potential of thevehicle [20]. One can design locally stable regulation layer control laws for each maneuver. Theproblem now reduces to showing that for all possible state trajectories (traces) of the combinedhybrid system (coordination plus the regulation and physical layer), the continuous state of eachvehicle at every instant of time is in the region of attraction (safe set) of the regulation layer controllaw that the vehicle is applying. Such a hybrid system design would require a method to calculatethe reachability sets of continuous dynamical systems. Unfortunately no such method exists in theliterature. Consequently, there are no tools to verify and design hybrid systems at the moment.Because of this lack of tools, simulation plays a very important (if not indispensable) rolein the design of complex, hybrid systems. Even though simulation can not replace formal prooftechniques (analytical or computational) it can still provide valuable information about the systemperformance. More speci�cally, successful results under extensive simulation indicate that the designis likely to behave well, even though, usually there is still a lot of room left for situations where thesystem behaves poorly. On the other hand, unsatisfactory performance on the simulation testbedindicates that the design is not good enough for certain cases and may suggest improvements thatwill eliminate these shortcomings. In other words, simulation results can not be taken as proof thata system works well in general but they can be taken as proof that it works in speci�c cases, or,more importantly, that it doesn't work in others. The AHS simulator SmartPath [19] has been usedsuccessfully in the past to identify shortcomings of the hybrid system and improve the design. In [20],it was shown that even for the normal mode design, separate proofs of coordination and regulationlayer behavior are not su�cient to prove safety of the combined system.We are approaching this issue in the following ways.� We are extending the capabilities of SmartPath to include working under degraded modes ofoperations. The controllers for extended architecture will be implemented in SmartPath alongwith the ability to induce faults and adverse environmental conditions. We hope to identifysome of the system shortcomings by simulation.� Following the approach suggested in [22], we are developing optimal control and game theoret-ical methods to analytically verify safety and reachability properties of the hybrid dynamicalsystem of PATH.� We are also working on extending the frameworkmentioned in this paper to handle probabilisticdata. Then one would be able to calculate probability of a crash given probabilities of failuresof di�erent subsystems.After proving the safety of the extended architecture, we need to estimate the performance(throughput, time delays) in the presence of faults. This will allow one to compare di�erent fault tol-erant designs for optimality. Two di�erent methods can be employed to achieve this. Firstly, MonteCarlo simulations can be performed using SmartPath to obtain performance metrics. Alternatively,an aggregate tra�c 
ow model can be developed to predict the tra�c 
ow under degraded modesof operation. The 
ow model can be validated using SmartPath simulations. Research e�orts indeveloping an extended 
ow model and using it to design extended link layer supervisor controllerare currently under way. 30



7 Concluding Remarks & Future Work DirectionsWe proposed a framework for an AHS design that is capable of operating in the presence of faultsand other factors that induce performance degradation (such as adverse weather conditions). Ourframework is hierarchical and builds on the control architecture of [4]. The design provides a high de-gree of autonomy by extending the information structure to include data about the system capabilityand the control structure to make a distinction between strategic planning and execution.Our framework now needs to be �lled in with appropriate control laws. We proposed a de-sign for the coordination layer and gave requirements for the link and regulation layer controllers.Theassumption our design makes about the physical layer were also stated. The complete coordinationlayer design, together with veri�cation results is given in the companion paper [14]. Work is alreadyunderway for a link layer design compatible with our framework, both for the planning [17] and theregulator [18] levels. The modi�cations to the regulation layer design are the subject of ongoingresearch. Our design raises important issues for both automated highway systems and hierarchicalcontrol in general. Ideally we would like to produce an optimal compromise between the complexityof the design, highway throughput, passenger comfort and safety. Unfortunately such an optimumis very di�cult to obtain, due to the complexity of the problem. In fact at the current stage there isno formal technique for determining the safety and performance of a proposed design. We tried totouch upon these issues in Section 6. We are currently working on resolving some of these problemsand providing a framework for evaluating the performance of an AHS design in terms of capacityand safety.Acknowledgment: The authors would like to thank Luis Alvarez, Akash Deshpande, JonathanFrankel, Roberto Horowitz, Perry Li, Antonia Lindsey, Anuj Puri, Shankar Sastry, Ekta Singh andPravin Varaiya for helpful discussions providing insight into this problem. We are also grateful toBret Foreman, Chris Gerdes, Dragod Maciuca, Dieter Koller, Satyajit Patwardhan and D. Swaroopfor their help in obtaining the information contained in Appendix A and BReferences
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A List of FaultsAll faults are listed in their corresponding classes and subclasses, according to speci�cation of Sec-tion 4.A.1 Vehicle stopped/must stop1. no throttle control, no engine power, out of gas, no power transfer, vehicle to vehicle commu-nication down (Radio - Needed for coordination)2. no steering control, uncontrolled object ahead, no control computer, magnetometer failure, nosensing of distance and velocity of car ahead (long and short range)3. no brake controlA.2 Vehicle needs assistance to get out1. no control of transmission / selection of gear2. no long-range (longitudinal) sensing of vehicles3. no short-range (longitudinal) sensing of vehicles4. no lateral sensing of vehicles5. 
at tire - reduced steering capability6. Vehicle - Vehicle communication down (Infra-Red: Needed for Follower operation)A.3 Vehicle needs no assistance to get out1. Non-crucial Sensor fault: engine sensor (e.g. intake manifold pressure sensor), accelerometer,wheel speed, etc.2. low on gas3. Single fault in a redundant sensor set4. Vehicle-roadside communication down because of on-board equipment failureA.4 Vehicle does not need to get out1. Lights won't go on2. In vehicle displays not working3. Out of range of magnets, magnetometers working, not changing lanes32



A.5 Infrastructure Failures1. Network layer down or communication between link and network down2. Link layer down or communication between link and vehicle down in the entire link due toroadside equipment failure3. unable to communicate with object on AHS4. Lane(s) Blocked5. Exit(s) Closed6. Entry(s) Closed7. Robustness Spill Over and environmentIn this category we group all problems caused by unfavorable conditions that the normal modecontroller is not robust enough to handle. These problems may not be the result of faults, butmay arise due to gradual performance degradation. Since they result in certain normal modepredicates calculating as false, however, degraded modes will have to be designed for them. Ifthe gradual performance degradation is limited to a single vehicle then it will be classi�ed intoone of the classes 3.3.1 through 3.3.4. Here we consider the e�ect on the infrastructure. This ismainly caused due to environmental degradation such as rain or snow. They will be groupedin two subclasses:� loss or reduced traction with road (lateral & longitudinal)� reduction in sensor range or accuracy (caused by rain, dust, sunshine, etc.)A.6 Driver/Computer Interaction DownProblems in this class mainly occur during the entry and exit to the system. We assume that onceon the freeway the driver may not interfere with the system operation and therefore can not induceany special faults.1. Improper Exit: Driver unable to take control and/or system unable to transfer control at exit2. Improper Entry: Wrong destination/route entered by driver or system unable to start auto-matic control at entrance or manual driver tries to enter automated TLA.7 Faults not considered1. Software implementation errors2. Design errors such as protocol design errors, control design errors3. Communications errors including: wrong message, message to wrong car, etc.33
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B Causes of Gradual Performance DegradationB.1 List of Causes:Environment1. Longitudinal Wind2. Lateral Wind3. Sunshine4. Sunrise-Sunset5. Ice6. Snow7. Fog8. Rain9. Wet Road10. Oil on Road11. Pot Holes12. Gravel13. Other Debris14. Road Slope15. Road Bank16. Road Curvature17. Slip Stream of Other Vehicles18. Magnet Damage19. Lane Marker Damage

.Vehicle20. Vehicle Make21. Tire Pressure22. Brake Fluid Pressure23. Suspension24. Longitudinal Sensors25. Lateral Sensors26. Radio Link27. Radar28. Accelerometer29. Cameras30. Steering Error31. Accelerator Error32. Braking Error33. Brake Fade34. Brake Wear35. Yaw Rate Sensor
38



B.2 Performance ParametersP = PP [ PS [ PR [ PC [ PL [ PNPhysical� P 1P : Maximum Acceleration� P 2P : Minimum Acceleration� P 3P : Maximum Velocity� P 4P : Maximum Cornering Sti�nessSensors & Communications� P 1S : Maximum Sensor Range� P 2S : Measurements Mean and Variance� P 3S : Lost PacketsRegulation� P 1R: Maximum Longitudinal Tracking Error� P 2R: Maximum Lateral Tracking ErrorCoordination� P 1C : % of maneuvers that get aborted� P 2C : Timers that expireLink� P 1L: Density error� P 2L: Flow error� P 3L: % of vehicles that miss exitNote: In general performance parameters of higher levels depend on those of lower levels.B.3 Qualitative DependenciesIn this section, we determine the qualitative dependencied between the causes of performance degra-dation and the performance parameters described in the previous sections. The detailed functionalform can be calculated only after conducting experiments with the actual hardware and the speci�ccontrol laws in the environmental conditions mentioned above.39



B.3.1 Physical LayerMaximum AccelerationP 1P = f i(C14)� P 1P � 2m=s2 on 
at road� P 1P / sin(C14)Minimum AccelerationP 2P = f i(C5; C6; C9; C14; C10; C12; C21; C22; C23; C32; C33; C34)� Assuming C5, C9, C10 & C12 are binary:P 2P � 8><>: 0:2g if C5WC6WC9WC10WC120:7� 1g otherwise (1)� P 2P / sin(C14)� E�ect of C22 is approximately linear� C33 and C34 will have minimal e�ect on automated highway� Absence of low level controllers makes C32 relevant.� Associated lag � 50msMaximum VelocityP 3P = f i(C5; C6; C8; C9; C10; C12; C14; C21)Cornering Sti�nessP 4P = f i(C5; C6; C8; C9; C10; C12)B.3.2 Sensors and CommunicationsVision System1. PB:2 = f iB:2(E1; E2;E3;E4;E11;E12;E13;E14; V23; V 29)2. PB:2 = f iB:2(E1; E2;E3;E4;E5;E6; E9; E11;E12;E13;E15;E19; V23; V 29)� E�ect of E1, E2, E11, E12, E13, V23 is similar. They produce camera shake which induceserror in lateral as well as longitudinal sensing.� E5, E6, E9 make detection of lane marker di�cult, thereby producing the same e�ect asE19 on lateral sensing error.� E�ect of V29 : The camera might need recalibration while on the freeway thereby causingan error if there is no on-line calibration.� E3 and E4 produce sensing errors because of the shadows and highlights.40



B.3.3 Regulation LayerMaximum Longitudinal Tracking ErrorP 1R = f i(P 1P ; P 2P ; P 1S ; P 2S ; P 3S ; C1; C14; C17; C24; C26; C27; C28; C31)� E�ects of C1, C14 & C17 are similar to one another. We can expect jP 1Rj � 12cm.� E�ect of C24, C26 & C27 is mainly through lag (� 75ms).� Low level controllers guarantee e�ect of C31 is minimal. Associated lag � 7:5ms, negligible.� E�ect of C28 is because of noisy measurements, o�sets & lag.Lateral Tracking ErrorP 2R = fi(P 3P ; P 4P ; C2; C15; C16; C18; C21; C11; C13; C23; C30)� E�ect of C21 is same as P 4P if all tires have low pressure.� The e�ect of C21 with imbalance of tire pressures, C11, C13, C23 is similar. It is qualitativelysame as a tire burst. For tire burst, jP 2Rj � 10cm on a straight road and 15-20 cm during acurve.� E�ect of C2, C17 is similar. Correct road banking (C15) is helpful during a curvature. Thee�ect of incorrect banking angle is same as C2, C17.� E�ect of C18 is minimal as the controller can tolerate up to 5 magnets damaged in a row on astraight road.� Presence of low level controller makes e�ect of C30 negligible. The steering actuator has a 0.1sec. time lag.� E�ect of C25, C28, C35 is under investigation.B.3.4 Co-ordination Layer1. P 1C = f i(P 1R; P 2R; P 2S)2. P 2C = f i(P 1R; P 2R; P 2S ; P 1S)B.3.5 Link Layer1. P 1L = f i(P 1C ; P 1R; P 2R)2. P 2L = f i(P 1C ; P 1R; P 2R)3. P 3L = f i(P 1C ; P 1R; P 2R) 41



C Capability Predicate Hierarchy for Degraded Mode ControlStrategies
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