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A Fault Tolerant Control Architecture for Automated
Highway Systems
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Abstract—A hierarchical controller for dealing with faults
and adverse environmental conditions on an automated highway
system (AHS) is proposed. The controller extends a previous
control hierarchy designed to work under normal conditions of
operation. The faults are classified according to the capabilities
remaining on the vehicle or roadside after the fault has occurred.
Information about these capabilities is used by supervisors in each
of the layers of the hierarchy to select appropriate fault handling
strategies. We outline the strategies needed by the supervisors and
give examples of their detailed operation. In a companion paper
details of communication protocols implementing some of these
strategies are presented.

Index Terms—Automated highways, fault tolerance, hierar-
chical systems, large-scale systems, safety.

I. INTRODUCTION

I NTELLIGENT vehicle highway systems (IVHS’s) have
been an active research area within the intelligent trans-

portation systems (ITS) community for the past several years.
One of the main objectives of the research in this area has been
the development of an automated highway system (AHS) that
will significantly increase safety and highway capacity without
building new roads, by adding automation to the vehicle and
the roadside. Several approaches to this problem have been
proposed, ranging from autonomous intelligent cruise control
(AICC) [1] (where the driver is in control of vehicle steering)
to full automation supporting platooning [2]. An underlying
assumption in most of the designs reported in the literature has
been that the AHS operates undernormal conditions. Roughly
speaking, normal means benign environmental conditions and
faultless operation of all the hardware, both on the vehicles
and on the roadside. The only attempts to deal with degraded
conditions ([3]–[6]) have mostly concentrated on specific faults
rather than a general fault tolerant design framework.

Our goal in this paper is to propose an AHS design that will
perform well under most conditions.1 A common practice when
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1The only degraded conditions that we do not consider are faults in the design
or the implementation of the software (for example, deadlocks in the commu-
nication protocols). We assume the design will be verified before being imple-
mented.

Fig. 1. Fault management system.

designing suchfault tolerant control schemes is to make use
of two modules (Fig. 1): afault detection module, to determine
whether a certain fault has occurred and afault handling module,
where special controllers are implemented to minimize the im-
pact of the fault on the system performance. Because the system
performance is likely to degrade anyway, we will use the term
degraded modes of operationto describe operation under these
special controllers. The extended control scheme should guar-
antee graceful and gradual degradation in performance.

Detection of failures in an AHS is a very challenging
problem. Fault detection filters can be designed [7]–[9] to
identify faults in the on-board sensors and actuators. Due to
the distributed, multiagent character of the AHS problem,
communication with neighboring vehicles may also be required
(in addition to the fault detection filters) for complete diagnosis
and isolation of faults [10], [11]. In this paper we assume
that the fault detection module has already been designed and
propose a design for the fault handling module. It will become
apparent that, even in this restricted setting, the task is still
formidable. We give an overview of what is involved, establish
a framework for partitioning the task into more manageable
subproblems, and formalize the requirements that the solution
to each of them will need to satisfy. In related work (see for
example [12]) we provide the details for the solution.

The contribution of this paper is twofold. First, a system-
atic method for extending normal mode control hierarchies to
make them fault tolerant is presented. The method is fairly gen-
eral, and is applicable to other large scale, multiagent systems,
such as air traffic management or uninhabited aerial vehicles.

1063–6536/00$10.00 © 2000 IEEE
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Second, we present innovative designs of new maneuvers and
control strategies for dealing specifically with fault handling on
an AHS.

This paper is arranged in five sections. In Section II we give
an outline of the design process. We discuss the procedure we
followed to produce the fault tolerant design and highlight the
implications that fault tolerance imposes on the hierarchical
structure. To fix the terminology we also describe briefly the
normal mode control hierarchy of [2], that forms the starting
point for our design. In Section III we present the first step of
the design process, a monitoring scheme to track the capability
of the system in the presence of faults and discuss the fault
classification that this monitoring scheme induces. In Sec-
tion IV we briefly discuss the new controllers that need to be
designed to deal with these fault classes. Finally, in Section V
we highlight some of the issues raised by the design process.

II. OUTLINE OF PROPOSEDSOLUTION

A. Overview of Normal Mode Control Hierarchy

Our framework builds on the control hierarchy proposed in
[2] for normal operation of a fully automated highway system
that supportsplatooningof vehicles. The platooning concept
assumes that traffic on the highway is organized in groups of
tightly spaced vehicles (platoons). The first vehicle of a platoon
is called theleader, while the remaining vehicles are called
followers; a platoon consisting of a single vehicle is called afree
agent. Spacing among the followers is assumed to be tight (of the
order of 1–5 m). Platoon leaders on the other hand are assumed
to maintain a large spacing from the platoon ahead (of the order
of 30–60 m). Recent theoretical, numerical, and experimental
studies have shown that an AHS that supports platooning is not
only technologically feasible but, if designed properly, may lead
to an improvement of both the safety and the throughput of the
highway system, under normal operation [13]–[15].

Implementation of the platooning concept requires au-
tomatic vehicle control, as human drivers are not fast and
reliable enough to produce the necessary inputs. To manage
the complexity of the design process a hierarchical controller
is proposed in [2]. The controller is organized in four layers
(Fig. 2). The top two layers, callednetworkand link, reside
on the roadside and are primarily concerned with throughput
maximization, while the bottom two, calledcoordinationand
regulation, reside on the vehicles2 and are primarily concerned
with safety. The network layer is responsible for the flow of
traffic on the entire highway system, for example, several
highways around an urban area. Its task is to prevent congestion
and maximize throughput by dynamically routing traffic. The
link layer coordinates the operation of sections (links) of the
highway (for example the highway segment between two exits).
Its primary concern is to maximize the throughput of the link.
With these criteria in mind, it calculates an optimum platoon
size and an optimum velocity and decides which lanes the
vehicles should follow. It also monitors incidents and diverts
traffic away from them, in an attempt to minimize their impact

2Thephysical layeris not part of the controller. It contains the plant, i.e., the
vehicles and highway, with their sensors, actuators, and communication equip-
ment.

Fig. 2. Normal mode AHS control hierarchy.

on traffic flow. A number of designs have been proposed for
the link layer, that make use of traffic flow models [3], [16]
the concept of highway work [17], or the concept of highway
space-time [18] to model the traffic.

The coordination layer coordinates the operation of neigh-
boring platoons. It receives the link layer commands and
chooses specific maneuvers that the platoons need to carry
out. For normal operation, these maneuvers arejoin to join
two platoons into one,split to break up one platoon into two,
lane change, entry andexit. The design of [19] and [20] uses
communication protocols, in the form of finite state machines,
to organize these maneuvers in a systematic way. The regulation
layer receives the coordination layer commands and translates
them to throttle, steering, and braking input for the vehicle
actuators. For this purpose it utilizes a number of continuous
time feedback control laws (see, for example, [20]–[25]) that
use the readings provided by the sensors to calculate the
actuator inputs required for a particular maneuver. In addition
to the control laws needed for the maneuvers, the regulation
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Fig. 3. Fault tolerant controller hierarchy.

layer makes use of two “default” controllers, one forleader
and one forfollower operation.

Among all the proposed AHS concepts [26], platooning is the
one with the highest degree of automation and centralization.
For this reason, it is also the one most prone to catastrophic fail-
ures. Although the normal mode hierarchy and the control laws
discussed here are mainly designed for a platoon-based AHS,
some of them can easily be extended to other AHS concepts,
and even to partially automated systems. The main obstacles to
extending our design to other concepts are that we ignore the
possible interaction between the human operator and the vehicle
and that some of the fault tolerant maneuvers assume the pres-
ence of intervehicle communication.

B. Extended Hierarchy

The overall structure of the proposed fault tolerant hierarchal
controller is shown in Fig. 3. It is clearly more complicated than
the normal mode control hierarchy. The reason is that the con-
troller for normal operation can assume that the capability of
the system is fixed. Under this assumption, the only information

that the controller needs is the state of the physical process, typ-
ically collected through sensors. Because the control hierarchy
involves different modeling languages at each level, the state in-
formation needs to be processed and presented to the controller
at the appropriate level of abstraction. It is convenient to think
of this processing as being carried out by asensor hierarchy,
a separate hierarchical arrangement that operates alongside the
control hierarchy.

The constant capability assumption is no longer valid in the
presence of faults and extreme environmental conditions. Faults
induce discrete qualitative changes in the system dynamics, that
dictate discrete transitions in the control scheme. Information
about these discrete changes has to be processed and propagated
to the appropriate levels of the control hierarchy, that need to
take action in response to the faults. It is convenient to think of
this task as being carried out by acapability monitor, a hierar-
chical arrangement that collects the fault detection information
and feeds it to the appropriate level of the hierarchy.

Extreme environmental conditions lead to gradual, quantita-
tive changes in the system dynamics. The effect of such changes
is continuous (as opposed to discrete) degradation in the system
performance. This can eventually lead to discrete changes in
the control scheme if, at some point, the degradation is severe
enough so that the performance specifications can not be met.
Therefore, the information processing in the case of extreme en-
vironmental conditions is more closely coupled to the controller
structure. None the less it may still be convenient to think of
a special hierarchical structure, theperformance monitor, that
collects the environmental information and determines how it
affects each level of the control hierarchy.

Finally, under normal operation, the strategy of the controller
is fixed. This strategy may involve switching among various
controllers and control objectives; however, the switching pat-
terns are predetermined and the switching depends only on the
state of the physical process. Once the system capabilities start
changing, however, the strategy may also have to be modified:
control objectives may have to be dropped, certain controllers
may become inoperable or inefficient, etc. Switching between
strategies takes place at a higher level than switching between
controllers for a fixed strategy. It is convenient therefore to think
of this metaswitching as being controlled by distinct levels of the
control hierarchy. Each one of the original hierarchy levels can
be split into two layers. The top layer, which we call thesuper-
visor, receives the system capability information and switches
between strategies accordingly. The lower layer, theregulator,
is responsible for implementing the chosen strategy.

C. Proposed Design Process

The fault tolerant control hierarchy was developed in a series
of steps, that involved:

1) identification of faults and causes of gradual performance
degradation;

2) development of a framework for modeling the capability
of the system and the effect of the factors identified in
Step 1) on it;

3) classification of the factors in Step 1) according to their
effect on system capability;
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4) extension of the control hierarchy to deal with the fault
classes established in Step 3);

5) design of controllers for the extended hierarchy;
6) verification (wherever possible) and simulation of the ex-

tended hierarchy;
7) identification of the shortcomings of the proposed design,

and redesign.

Many iterations between Steps 4)–7) are needed before a sat-
isfactory design is obtained. Steps 2) and 3) are the main topic of
this paper. An exhaustive list of faults and other causes of per-
formance degradation [Step 1)], compiled by interviewing re-
searchers in the California PATH project, can be found in [27].
A framework for modeling the capability of the system in the
presence of faults [Step 2)] is presented in Section III. The fault
classification [Step 3)] induced by our framework is discussed in
Section III-C. Based on the work carried out for the first three
steps, in Section IV we discuss the requirements that the ex-
tended controllers need to satisfy [Step 4)]. More details on the
design, as well as verification results [Steps 4)–6)] can be found
in the companion paper [12] and in [5] and [28]–[30].

III. M ODELING THE SYSTEM CAPABILITY

A. Capability Monitor

The control scheme for normal operating conditions pre-
sented in [2] relies on a number of sensors, actuators, and
communication devices, both on the vehicles and on the
roadside. All this additional hardware, as well as the standard
mechanical and electronic components of the vehicles, are
prone to failure. In this paper the faults are modeled as discrete
events and the capability monitor used to determine their impact
on the system is modeled by a hierarchy of predicates. Each
predicate monitors a single functional capability and returns
a one (true) if the system possesses the capability in question
and a zero (false) otherwise.3 The predicates are arranged in a
hierarchy similar to that of the normal mode control hierarchy.
The values returned by the higher layer predicates depend
on the values of the lower layer predicates. This scheme is
then used to systematically go through combinations of faults
and design specialized control laws that utilize the remaining
capabilities, so that the impact of the faults on the system is
minimized.

1) Physical Layer Predicates:We assign a predicate to each
one of the sensor, actuator, and communication resources. Ini-
tially, all the physical layer predicates return one. A fault is mod-
eled as a discrete event that turns the value of the corresponding
predicate to zero. Assuming that the control scheme requires
actuators, sensors, and communication devices, the capa-
bility of the physical layer can be though of as a vectorof
zeros and ones of dimension

3If the fault detection module returns probabilities of failures instead of dis-
crete fault events, the capability structure presented here can be modified to
propagate the probabilistic information through the hierarchy. A probabilistic
capability monitor allows one to set thresholds on proper functioning of a par-
ticular maneuver which may be easier than setting thresholds on the fault detec-
tion module for individual fault signatures.

For simplicity, the actuator predicates are assumed to reflect
the capability of the vehicle to accelerate, decelerate, and turn.
Therefore they incorporate information about basic vehicle
functionality, like engine and tires being in proper working
order. Predicates for these basic functionalities can explicitly
be added at the cost of a small increase in the complexity of the
monitor. Similarly a sensor predicate reflects the ability of a
vehicle to sense its environment. A more complicated structure
for the sensor predicates can be constructed to reflect things
like physical sensor redundancy.

2) Regulation Layer Predicates:The regulation layer con-
tains controllers for controlling thelongitudinal(along the lane)
andlateral (across the lane) vehicle motion. Each one of these
controllers makes use of physical layer resources, primarily sen-
sors and actuators. For a regulation layer controller to be func-
tional, all of these resources need to be available. Therefore, the
availability of a regulation layer controller can be modeled by a
predicate whose value depends on the values of the predicates
for the physical layer.

Consider, for example, the longitudinal controller proposed
in [24] for the leader of a platoon. This controller uses sensor
readings for the velocity and acceleration of the vehicle and for
the spacing and relative velocity with respect to the preceding
vehicle to calculate inputs for the throttle and brake actuators.
Without getting into the details of the control law, we can see
that the lead controller predicate can be viewed as anAND of
the predicates for the velocity, acceleration, spacing, and rela-
tive velocity sensors and the brake and throttle actuators. The
controller proposed for the followers in a platoon in [31], on the
other hand, makes use of additional information about the state
of the leader of the platoon. It is envisioned that this information
can be transmitted to all the followers using an infrared commu-
nication link. Therefore, the predicate for the longitudinal fol-
lower law should also depend on the predicate for the infrared
communication link.

If there are longitudinal laws and lateral laws, then
the capability of the regulation layer can be thought of as a
vector of zeros and ones of dimension . The design
of the control laws implies a mapping from the vector coding
the capabilities of the physical layer to the vector coding the ca-
pabilities of the regulation layer

Fig. 4 shows this mapping for the controllers of [20], [22], [24],
[25], and [31].

3) Coordination Layer Predicates:From the point of view
of the coordination layer, the regulation layer control laws rep-
resent resources that can be used to carry out maneuvers. Each
maneuver will need to make use of two control laws, one lon-
gitudinal and one lateral. For the coordination layer to be able
to invoke a maneuver, both control laws should be operational.
For example, for the coordination layer to command a platoon
leader to join, at least one (of possibly many) longitudinal join
law and one lateral lane keeping law should be operational.

Let man denote the number of maneuvers that may be re-
quested by the coordination layer. Then the system capability at
the regulation/coordination layer interface can be modeled by a
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Fig. 4. Physical and regulation layer capabilities.

vector, , of zeros and ones of dimension . The design of
the interface induces a mapping

man

For the maneuvers of [19] and [20], the controllers of [20], [22],
[24], [25], [31], [32], and the interface of [33], the map is
shown in Fig. 5. To execute the protocols that organize the ma-
neuvers, the coordination layer needs to be able to communicate
with neighboring vehicles. Therefore, the capability of the co-
ordination layer to operate in its normal mode can be expressed
as a predicate on the values of the capability vector for the in-
terface and the communication device predicates (Fig. 5).

From the figures it should be clear that if a fault damages any
of the vehicle’s basic functions (toggling a physical layer predi-
cate to zero) the normal mode of the coordination layer is likely
to be rendered inoperable. For this purpose additional coordi-
nation layer strategies that are capable of operating in these re-
duced circumstances need to be designed. These new strategies
may require additional maneuvers and regulation layer control
laws that try to make the best of the remaining capabilities of
the vehicle. As we shall see in Section IV-B, some of these ma-
neuvers will require close cooperation with the neighboring ve-
hicles. Therefore, the applicability of the degraded mode coor-
dination strategies can be expressed as a predicate on the values
of the interface capability vector and the communication device
predicates of the faulty vehicle, as well as the interface capa-
bility vectors of the neighboring vehicles.4 Once all degraded

4It is assumed that knowledge about the capabilities of the neighbors will be
obtained once communication has been established.

mode strategies have been designed the coordination layer ca-
pability can be expressed as a vector of zeros and ones. The di-
mension of this vector will be equal to the number of strategies.
The design of the strategies induces a mapping from the values
of the capability predicates for the interface of the faulty vehicle,
the interface its neighbors, and the communication devises, to
the capability predicates for the coordination layer strategies.
Maps similar to the one shown in Fig. 5 can be constructed for
the emergency strategies introduced in Section IV-B.

It should be noted that the coordination layer predicate struc-
ture illustrates the explicit separation between supervisor and
regulator discussed in Section II. The interface predicates can
be thought of as the capability of the regulator part of the coor-
dination layer, while the strategy predicates can be though of as
the capability of the supervisor part.

4) Link Layer Predicates:The link layer controller makes
use of information about the density and average velocity of
traffic to produce commands for the vehicles that locally max-
imize throughput and equalize lane usage. The traffic informa-
tion is obtained by roadside sensors and the link layer control
commands are broadcast to the vehicles via radio. To improve
the resolution of the information and the commands, most pro-
posed link layer designs [3], [18] partition the highway into sec-
tions a few meters long (of the order of 500) and one lane wide.
Entrance and exit lanes are also treated as separate sections.
Link layer controllers of adjacent sections exchange traffic and
control information by a wire line communication network.

A link layer controller for degraded conditions of operation
needs information about situations that limit the capability of
traffic in its sections. The example presented in Section IV-A
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Fig. 5. Regulation and coordination layer capabilities.

indicates four such situations:section blocked, section contains
no vehicles, section contains vehicles queued behind an incident
andsection contains emergency vehicles. These properties can
be modeled as a set of predicates for each section, that return one
if the link possesses the property (e.g., is blocked) and zero oth-
erwise. The value returned by these predicates depends on the
capability vectors of all vehicles in the section. For example,
if a section contains a stalled vehicle then the predicatesec-
tion blockedreturns one. In addition the values of the predicates
should also reflect infrastructure faults such as loss of roadside
sensing capability, or loss of vehicle to roadside communication
capability.

B. Performance Monitor

The performance monitor involves three elements. The first is
thecauses of gradual performance degradationwhich the con-
troller will have to guard against. They include adverse weather
conditions (such as rain, fog or snow) and gradual hardware
degradation (such as brake wear). We will useto denote the
set of performance degradation causes. Each element ofis
assumed to be a real number whose magnitude signifies the

severity of the cause (e.g., the longitudinal wind measured in
meters per second).5

The second element is theperformance parametersthat can
be used to monitor the system performance. These performance
parameters depend on the layer of the hierarchy and include, for
example, the maximum and minimum deceleration available to
the vehicle (for the physical layer) and the maximum tracking
error of the continuous controllers (for the regulation layer). We
use to denote the set of performance parameters. The setis
divided according to the level of the hierarchy associated with
each parameter

where are the parameters associated with the physical layer
and the parameters associated with the regulation layer, etc.
The elements of are again assumed to be real valued.

The final element is theperformance requirements. They
can be thought of as thresholds on the performance parameters.

5In its simplest form an element ofC can be thought of as a predicate that
returns one if a cause is present and zero if it is not. Soft computing approaches,
such as fuzzy logic, may be used to quantify more elusive causes, such as snow
or fog.
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More formally performance requirements are predicates on the
space of performance parameters

True False

where denotes the number of performance requirements that
we consider.

The design of the performance monitor involves finding re-
lationships between causes of gradual performance degradation
and the performance parameters. It should be noted that the per-
formance parameters of higher layers will depend on those of
lower layers (e.g., the tracking errors depend on the acceleration
bounds). However, there can be no loops in these dependencies,
i.e., lower layer parameters do not depend on higher layer ones.
Therefore, the overall relationship can be flattened into a map

that determines how the causes of performance degradation af-
fect the performance parameters. This map will depend on the
details of the control laws. Qualitatively the dependencies will
be fixed (unless major changes are made in the hierarchy) even
though the map will change quantitatively with any change in
the controller parameters. In this framework, the range of condi-
tions under which the performance of the system is acceptable
is given by

True

Many iterations may be needed to properly capture the system
requirements in terms of the above equation for. Enhancing
the robustness of the system involves enlarging. Our frame-
work can be used for off-line robustness enhancement, where
the controllers are tuned to accommodate a larger set of condi-
tions . The framework can also be used to increase the system
autonomy by on-line tuning of the controllers.

Even after the domain has been maximized, there will still
be conditions in which are not covered. These conditions
for which performance is unacceptably degraded will be treated
in a way similar to the treatment of loss of capability due to
faults. In this sense, the effects of gradual degradation and limits
of robustness can be modeled as an extra term on the predi-
cates of the capability monitor. A more detailed discussion of
this process can be found in [27], where a list of performance
parameters is introduced, the effect of the causes on the param-
eters is specified (in most cases qualitatively), and detailed ex-
amples of the robustness enhancement and degraded mode ini-
tiation process are given. Here we illustrate the process by an
example.

Consider the longitudinal leader control law, a regulation
layer performance parameter, the tracking error between the
actual and the desired spacing ( ) and a physical layer
performance parameter, the minimum acceleration that can be
applied by the vehicle ( ). depends on ,
which in turn depends on a number of causes of performance
degradation, such as the condition of the road and the tires.
Consider two performance requirements

is used for the normal mode, which requires the deceleration
to be at least−3 m/s . If some (for example rain) causes
to become greater than3, but less than 1, the control laws
are augmented (for example the nominal spacing is increased),
inducing a change in. The requirement is also modified to ,
to reflect the change. If some other(for example leak in brake
fluid) causes to become greater than1, the robustness
module calls for a degraded mode, by toggling the predicate for
the brake actuator to zero.

C. Fault Classification

Because the number of faults that need to be considered is
large, we would like to be able to design controllers that deal
with entire classes of faults or combinations of faults. The ca-
pability and performance structures can be used to induce such
a classification. Faults in the same class lead to the same pred-
icates in the capability structure returning zeros and therefore
can be handled by similar controllers. An additional advantage
is that if some faults have been overlooked by the current design
they can be easily introduced later on, by determining the class
in which they belong. We distinguish the following classes.

1) Vehicle Stopped/Must Stop:This class contains the most
severe faults, such as faulty steering or engine failure.
The vehicle can not continue moving on the AHS safely
and has either already come to a stop or should be com-
manded to do so and wait to be towed away. Because of
the severity of the situation, all the layers of the control
hierarchy up to the link layer undergo some degradation
in performance and assist in resolving the fault condi-
tion. Therefore predicates all the way up to the link layer
are affected. The class can be divided into subclasses, de-
pending on the action necessary to bring the faulty vehicle
to a stop (e.g., severe versus mild braking). Once the ve-
hicle has come to a stop, algorithms are used in the link
and coordination layer, to assist in removing the stalled
vehicle and to divert neighboring traffic.

2) Vehicle Needs Assistance to Exit:The faults in this class
are slightly less severe, for example a stuck transmission
or inability to sense vehicles in adjacent lanes. The ve-
hicle may continue moving but must exit the AHS as
soon as possible.6 Moreover, it needs the assistance of
its neighbors to do so. Faults in this class will result in
the normal mode coordination layer predicate returning
a zero without any of the link layer predicates being af-
fected. Therefore, these faults can be handled locally, by
specialized coordination and regulation layer strategies.

3) Vehicle Needs no Assistance to Exit:The faults in this
class are even less severe, for example a single fault in a
redundant array of sensors. Typically the vehicle is fully
functional but should leave the system to avoid further
problems (in case a second fault occurs for example).
Faults in this class result in regulation layer predicates
turning to zero, without any coordination layer predicates
being affected. They are handled by special controllers in

6Here we do not assume the existence of a breakdown lane. If such a lane
exists, then it may suffice to take the faulty vehicles there and wait for emer-
gency assistance. The maneuvers and control laws developed here can be easily
adapted to accommodate a breakdown lane.
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the regulation layer and neither the neighboring vehicles
nor the roadside need to be alerted.

4) Vehicle Does Not Need to Exit:This class contains minor
faults (such as faulty headlights) that require no special
action but should nonetheless be recorded and the driver
should be notified in case he/she needs to alter their travel
plans. Faults in this class result in physical layer predi-
cates returning zeros, without any higher layer predicates
being affected.

5) Infrastructure Failures:This class includes all faults that
induce a reduction in the capability of the infrastructure,
such as roadside sensor failures, roadside to vehicle com-
munication failure, and roadside to roadside communica-
tion failure. Faults in this class result in link layer pred-
icates returning zeros, without any changes in the coor-
dination layer predicates. They typically lead to severe
degradation in performance, but do not directly affect the
safety of the vehicles. Some of them can be handled by the
normal mode controllers of the link and network layers,
but some may need drastic changes in the operation of the
system.

6) Driver—Vehicle Interaction Failure:This class includes
problems that occur during entry and exit to the AHS,
when the driver has to either relinquish or resume con-
trol of the vehicle.7 These faults are resolved by simple
additional strategies that do not interfere with the rest of
the design (see [20] for details).

IV. CONTROLLER DESIGN

We now present specific suggestions for controllers to deal
with each one of the faulty conditions. Recall that the controllers
at each level of the control hierarchy consist of two layers, a
supervisor that plans an appropriate strategy and a regulator that
executes individual maneuvers to track this strategy (Fig. 6).

A. Link Layer

For normal operation, the primary consideration of the link
layer is to maintain a smooth flow of traffic and ensure that all
vehicles make their exits. Under degraded conditions, however,
other considerations such as diverting traffic away from an inci-
dent and assisting emergency vehicles take precedence. To high-
light this point consider the following example.

1) Stalled Vehicle on a Multilane AHS:Suppose a faulty ve-
hicle has stopped in the middle lane of a three lane highway.
The role of the link layer controller in this case will be to di-
vert traffic away from the incident, assist vehicles queued up
behind the incident to change lanes and facilitate the access of
the emergency vehicles. The figures present a sequence of de-
sired traffic patterns and the corresponding link layer commands
for one possible strategy. Changes in the desired traffic pattern
are triggered by changes in the link layer capability predicates.

In Fig. 7 the predicatesection blockedof the section labeled
stopchanges to true. As a result, adjacent lanes are commanded
to slow down to facilitate the vehicles from the blocked lane to
change out. Some vehicles will queue up behind the incident.

7We assume that once on the freeway, the driver may not interfere with the
system operation, except for route/destination selection.

The safety critical task of stopping vehicles before they collide
with the stopped vehicle is carried out by their regulation layer
control laws. In Fig. 8, the predicatesection contains no vehi-
clesbecomes true for the section labeledin the blocked lane
while the predicatesection contains queued vehiclesbecomes
true for the section labeled in the same lane. In response a gap
is created in an adjacent lane by commanding upstream traffic
to decelerate. The gap travels toward the stopped vehicles at the
speed of the adjacent lane. As the gap approaches (Fig. 9), the
queued up vehiclesBack Upin the empty space in , speed
up to the adjacent lane speed and change lane into the gap. The
gap creation and vehicle removal will go on until either all the
queued vehicles are cleared (predicatesection contains queued
vehiclesfor section becoming false) or emergency vehicles
appear (predicatesection contains emergency vehiclesbecomes
true. Meanwhile, the emergency vehicles move toward the inci-
dent using the blocked lane (Fig. 10). As the lane is empty from

onwards and the vehicles in this lane in are moving out,
the emergency vehicle can move faster than vehicles in adjacent
lanes. Alternatively, lane changes from the blocked lane to one
of the adjacent lanes can be stopped to let that lane carry the
emergency vehicle. Eventually, the emergency vehicle reaches
the end of the queue and moves ahead of it (possibly using a
gap created in the adjacent lane as above). In the recovery mode
(Fig. 11) some restrictions on speed and lane changing activity
are imposed to avoid collisions due to large velocity differen-
tials across lanes. At this stage all the link layer predicates have
returned to their normal values.

Note that the proposed strategy is such that the link layer does
not play a safety critical role; its actions aim only to ease the
congestion caused by the incident.

2) Link Layer Supervisor:The task of executing a fault han-
dling strategy like the one discussed above is carried out by
the link layer supervisor. The proposed strategy can easily be
formalized by a finite-state machine, with states reflecting the
stages of the strategy and transitions triggered by changes in the
link layer capability predicates. Each stage corresponds to a dif-
ferent desired density and velocity profile for the traffic in the
link. For example, Fig. 8 corresponds to a velocity profile with
zero velocities in lane 2, sections and , small velocities in
lanes 1 and 3, sections and and lane 2, section , and
large velocities in lanes 1 and 3, section. The corresponding
density profile has high densities everywhere, except lane 3, sec-
tion and lane 2, section (where the density is low), and
lane 2, section (where the density is zero).

The description of the strategy need not necessarily be in
terms of density and velocity profiles. Such profiles are better
suited if traffic flow models, such as the ones in [3], [16], and
[30], are used. For other models [17], [18] description in terms
of a desired distribution of vehicle activities may be more suit-
able.

3) Link Layer Regulator:The task of tracking the strategy
determined by the supervisor is carried out by the link layer reg-
ulator. The objective at this level is to translate the desired traffic
patterns to commands for the vehicles in each section. The com-
mands will in general take the form of velocity, lane change, join
and split recommendations; the precise format will depend on
the modeling language used by the link regulator. The regulator
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Fig. 6. Extended control architecture for degraded modes of operation.

should monitor the traffic in the link and use feedback to guar-
antee that the desired strategy is tracked. One possible regulator
design is presented in [16]. The design accepts as inputs ve-
locity and density profiles and issues velocity commands to the

vehicles (both longitudinal and lateral). Asymptotic tracking of
the desired profiles is proved by Lyapunov analysis, assuming a
flow model for the traffic. The performance of the regulator has
been validated using the SmartPath [34] simulation platform.
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Fig. 7. Stage 1, vehicle stopped.

Fig. 8. Stage 2, queue buildup complete.

Fig. 9. Stage 3, queue dissipation.

Fig. 10. Stage 4, emergency vehicle access.

B. Coordination Layer

The supervisor level of the coordination layer determines the
sequence of maneuvers that a vehicle should carry out, while
the regulator level contains protocols for coordinating individual
maneuvers with neighboring vehicles. New strategies are added

both to the coordination supervisor and to the coordination reg-
ulator to extend the design to faulted conditions.8

8The extended coordination layer could also contain a map of the highway
network to be used in case the vehicle can not obtain the broadcast information
from the link layer, due to an infrastructure failure.
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Fig. 11. Recovery.

1) Coordination Layer Supervisor:For faults in the classve-
hicle stopped/must stopthree strategies are introduced to stop the
vehicle:Gentle Stop,Crash Stop, andAided Stop. For faults in the
other classes, coordination layer strategiesare designed to get the
faulty vehicle out of the AHS as soon as possible. For this pur-
pose three more strategies are introduced,Take Immediate Exit
andTake Immediate Exit—Escortedfor faults in the classvehicle
needs assistance to exit, andTake Immediate Exit—Normal, for
faults in the classvehicle needs no assistance to exit. During the
execution of the degraded mode strategies, the faulty vehiclemay
requestcooperation fromneighboringvehicles.Thiscooperation
can be encoded by means of communication protocols. A com-
panion paper [12] describes the design and verification of these
protocols in terms of interacting finite state machines. Here we
only give a brief overview of the design.

1) Gentle Stop and Crash Stop Strategies (GS, CS):are used
by a faulty vehicle that is ordered to stop and can do so
using its own brakes.Gentle Stopis used with faults that
are not severe enough to require maximum deceleration
(for example, engine or communication failures). The
vehicle uses gentle braking to stop, to minimize the
disturbance to the following vehicles. ForCrash Stop, the
severity of the fault dictates that the faulty vehicle should
apply maximum deceleration (for example, steering
faults and complete longitudinal sensor failures). Both
theGentle StopandCrash Stopstrategies do not require
assistance from neighboring vehicles, therefore they are
trivially implemented at the coordination regulator level
(the strategies are also the maneuvers).

2) Aided Stop Strategy (AS):is used by a vehicle with a
“brakes off” failure. The faulty vehicle is aided by the
vehicle immediately ahead of it in the same platoon to
come to a stop. If the faulty vehicle is a leader, it uses
the Front Dock maneuver to become a follower before
executing theAided Stopmaneuver.

3) Take Immediate Exit (TIE):(Fig. 12) is used for vehicles
that must exit the AHS and can still operate as free agents
(for example vehicles with infrared communication fail-
ures). The faulty vehicle (A) executes up to twoForced
Splitmaneuvers (assisted byvehiclesBand C) tobecome a
free agent. It then executes a sequence ofEmergency Lane
Changemaneuvers (assisted first by vehicle D and then
by vehicle E) until it reaches the rightmost automated lane
from where it takes the next exit.

4) Take Immediate Exit—Escorted (TIE-E):(Fig. 13) is used
by a faulty vehicle that has lost the capability to be a pla-
toon leader but can still operate as a follower (for example,

after a longitudinal radar failure). In this case, the faulty
vehicle A leaves the system as part of a two vehicle platoon
with itself as the follower and an escorting vehicle B as a
leader. This requires up to twoForced Splitmaneuvers (if
the faulty vehicle is already initially a follower) or aFront
Dockand possibly aForced Splitmaneuver (if the faulty
vehicle is initially a leader). Vehicle B escorts the faulty
vehicle out of the AHS by executing sequence ofEmer-
gency Lane Changemaneuvers of the two vehicle platoon.
Once out of the AHS, the escorting vehicle drops off the
faulty vehicle and reenters the AHS at the next entrance.

5) Take Immediate Exit—Normal (TIE-N):is similar to the
TIE strategy except the faulty vehicle uses the normal lane
change and split protocols of [19] instead ofEmergency
Lane ChangeandForced Split.

6) Normal (N): is the normal mode strategy of [2], imple-
mented by means of finite-state machines in [19], and [20].

2) Coordination Layer Regulator:The strategies described
above consist of sequences of maneuvers, which include the
normal mode maneuvers of [19] and [20] as well as some new,
emergency maneuvers. The emergency maneuvers needed to
implement the above strategies are the following.

a) Forced Split (FS):is used by a faulty vehicle to become a
free agent. If the faulty vehicle is a follower it requests the
leader of the platoon to initiate aForced Split. The leader
divides the platoon at the desired location.

b) Emergency Lane Change (ELC):is used by a free agent
or a platoon. The faulty vehicle requests the leader of the
platoon in the adjacent lane to create and maintain a gap
so that the faulty vehicle can change lane into it.

c) Front Dock (FD):(Fig. 14) is initiated by a platoon leader
A that needs to join with the vehicle in front but can not
safely execute aJoin maneuver. The leader of the pre-
ceding platoon C orders the last vehicle in its platoon B
to decelerate and close the gap between itself and the ini-
tiator. In the end, the initiator becomes the first follower
of the new platoon.

d) Aided Stop (AS):The aided stop maneuver forms the last
part of the aided stop strategy The faulty vehicle uses
its engine to decelerate while the assisting vehicle (the
vehicle immediately ahead of the faulty vehicle) applies
gentle braking, lets the faulty vehicle collide with it and
then uses its brakes to bring the combined mass of both
vehicles to a stop.

e) Queue Buildup and Queue Management (QB, QM):are
used whenever a faulty vehicle is stopped. Vehicles in
the same lane immediately behind the faulty vehicle will
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Fig. 12. Take immediate exit.

form a queue of stopped vehicles. Thequeue buildupma-
neuver is used to keep track of the number of vehicles in
the queue and the identity of the last queued vehicle. For
the queue buildup to stop, there must be a large gap be-
hind the last vehicle of the queue. Once the queue buildup
has stopped, thequeue managementmaneuver is used to
dissipate the queue in a last-in-first-out fashion. A pla-
toon of appropriate size breaks away from the end of the
queue and backs up. This platoon will stop its backward
motion when it creates sufficient spacing between the
front vehicle and the last vehicle of the remaining queue.
The backup distance depends on the speed of the adja-
cent lanes and the constraints on acceleration and jerk.
The platoon then accelerates to the speed of an adjacent
lane and changes lane whenever an appropriate gap ap-

proaches. To facilitate the process, the link layer can order
the creation of gaps in the adjacent lanes upstream of the
incident. It should be noted that the initiation of theQueue
Managementmaneuver and its efficient operation rely on
cooperation from the link layer. Like all things depending
on the link layer, this maneuver is not safety critical and
can be abandoned if necessary.

C. Regulation Layer

The normal mode regulation supervisor originally designed
in [33], is a finite-state machine whose transitions depend upon
the commands from the coordination layer, the readings of the
sensors and the state of the continuous controllers. The degraded
mode regulation supervisor will be required to play a similar
role. Most of the maneuvers described above can be carried out
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Fig. 13. Take immediate exit—escorted.

by tuning some of the regulation layer controllers designed for
normal operation. For example, the maneuvers ELC and FS can
use the normal mode regulation layer lane change and split con-
trollers, respectively [24], [32]. The new maneuvers front dock
and platoon lane change need separate regulation layer control
laws to be designed [28], [29].

V. CONCLUDING REMARKS

We proposed a framework for an AHS design that is capable
of operating in the presence of faults and other factors that in-
duce performance degradation. Our framework is hierarchical
and builds on the control hierarchy of [2]. The design provides
a high degree of autonomy by extending the information struc-
ture to include data about the system capability and the con-
trol structure to make a distinction between strategic planning
and execution. We sketched a design for the coordination layer

of the extended architecture and provided requirements for the
link and regulation layer. Our framework has more recently been
filled in with appropriate control laws for the link layer [30],
[35], coordination layer [12] and regulation layer [28], [29].

A few remarks are in order concerning the design method-
ology proposed here.

1) Design Optimality:Any AHS controller represents a
tradeoff between safety, throughput, passenger comfort,
and design complexity. Quantifying these issues and
determining the optimal tradeoff is an overwhelming
task. No claims of optimality are made for the design
presented here. The proposed controllers were derived
from an intuitive understanding of what strategies are
likely to be safe in a given situation. Within this set of
strategies the one that allowed the vehicle move for as
long as possible was selected, in an attempt to maximize
throughput. The design obtained in this way is rather
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Fig. 14. Front dock maneuver.

complicated. Much simpler designs are possible; for
example, the controller could stop the faulty vehicle
whatever the fault and wait for an emergency vehicle to
tow it out of the AHS. Intuitively such a scheme would
lead to a more severe degradation in performance.

2) Pseudosensors and Actuators:A feature of the design pro-
posed here is the use of the sensors and actuators of neigh-
boring vehicles together with the communication devices
as “pseudosensors” and “pseudoactuators” for the faulty
vehicle. For example, in theAided Stopstrategy, a vehicle
that is incapable of braking uses communication and the
brakes of the vehicle ahead of it to come to a stop. Similar
arrangements (forexample in theTIE-Estrategy) aremade
for vehicles that have lost sensing capabilities. This kind
of interaction is an example of how communication can be
used to introduce cooperation between the vehicles. While
innormalmodeneighboringvehiclescanbeviewedasma-
licious opponents in designing safe vehicle following and
maneuver execution controllers [36], in degraded modes
their actions are “controlled” by the faulty vehicle through
communication.Theprice topayisasubstantial increase in
the design complexity, and some inconvenience (and pos-
sibly delays) for the assisting vehicles.

3) Verification: After designing the control laws in this
framework, the extended hierarchy has to be verified.
Unfortunately there is no systematic way of verifying
such complex, hybrid systems. Some aspects of the ex-
tended coordination layer control laws have been verified
using computer aided verification tools [12]. The proof,
however, relies on simple abstractions of the continuous
dynamics of the regulation and physical layer; therefore,
it will guarantee safety only if the continuous dynamics
can be designed to comply with these abstractions. From
past experience it is clear that designing regulation layer
control laws to satisfy such abstractions can be very
challenging. The examples in [37] demonstrate that
even for normal operation undesirable behavior (high
relative velocity collisions) can arise when combining
a verified coordination layer design [19] with a set of
individually satisfactory regulation layer controllers. In
[36] optimal control and game theoretic methods were
used to analytically verify safety properties of the normal
mode hybrid dynamical system. We are hoping to extend
these techniques to degraded mode verification.

4) The Role of Simulation:Because of the lack of formal
analysis and design tools, simulation is likely to play an
indispensable role for the evaluation of degraded mode
strategies. Even though simulation can not replace formal
proofs, it can still provide valuable information about the
system performance. More specifically, successful results
under extensive simulation indicate that the design is
likely to behave well, even though there may still be room
for situations where the system behaves poorly. On the
other hand, unsatisfactory performance on the simulation
testbed indicates design shortcomings and may suggest
improvements. Finally, Monte Carlo simulation of the
overall fault tolerant system can be used to obtain esti-
mates of the impact of the degraded mode controllers on
the highway throughput and hence validate any theoretical
models developed for this purpose. The AHS simulator
SmartPath [34] has been successfully used in the past to
carry out all these tasks for the normal mode [3], [37].
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