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Abstract This paper studies a topological obstruction to solving the Reach Control Problem (RCP)
by continuous state feedback. Given a simplex and given an affine control system defined on the
simplex, the RCP is to find a state feedback to drive closed-loop trajectories initiated in the simplex
through an exit facet, without first exiting through other facets. We distill the problem as one
of continuously extending a function that maps into a sphere from the boundary of a simplex
to its interior. As such, we employ techniques from the extension problem of algebraic topology.
Unlike previous work on the same problem, in this paper we remove unnecessary restrictions on the
dimension of the simplex, the number of inputs of the system, and the particular geometry of the
subset of the state space where the obstruction arises. Thus, the results of this paper represent the
culmination of our efforts to characterize the topological obstruction. The conditions obtained in the
paper are easily checkable and fully characterize the obstruction.

Keywords Reach Control Problem · Topological obstruction · Extension problem · Continuous
state feedback

1 Introduction

This paper considers one of the open problems regarding the Reach Control Problem (RCP). We
are given an affine control system whose state space is a (possibly non-convex) polytopal set which
is assumed to have been triangulated. The RCP is to find a feedback control to drive closed-loop
trajectories of the system through an exit facet of a particular simplex, without first exiting other
facets. The central theoretical question regarding solvability of the RCP is to identify a suitable class
of feedbacks (affine, multi-affine, time-varying, dynamic compensation, etc) that is sufficient to solve
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the RCP when it is solvable by open-loop controls. This inquiry has yielded a rich set of findings,
paralleling analogous investigations on the feedback stabilization problem for nonlinear systems.

One of the fundamental questions regarding the RCP is to determine whether continuous state
feedbacks are a sufficiently large class to solve the RCP when it is solvable by open loop controls.
We give some history on this question. In [15], affine feedbacks were identified as the most plausible
class of feedbacks to solve the problem. The modern formulation of the RCP appeared in [14,
29], and again affine feedbacks were the focus — they play the role of linear state feedbacks for
the analogous stabilization problem of linear systems. Whether affine feedbacks were a sufficient
class of feedbacks to fully solve the RCP was not known in 2006. In 2010, inspired by geometric
control theory, a triangulation of the state space was selected for which it was shown that affine
feedback and continuous state feedback are equivalent with respect to solvability of the RCP [6].
This special triangulation came about by identifying the affine space O where closed-loop equilibria
could appear for an affine control system, and then imposing that O could only intersect simplices
of the triangulated state space along faces of simplices. The result gave a satisfying confirmation
of the relevance of earlier investigations on affine feedbacks, but it left open three questions. First,
under the special triangulation, if the problem is not solvable by continuous state feedback, then is it
solvable by any feedback? Second, if we do not impose the special triangulation, does the equivalence
of affine feedback and continuous state feedback still hold? Third, what is the intrinsic reason why
continuous state feedbacks fail?

The first question was fully answered in [7] where it was shown that a class of feedbacks that solves
the RCP when it is solvable by open-loop controls is (discontinuous) piecewise affine feedbacks.
Similar results using time-varying affine feedback appeared in [2]. The second question was resolved
in [16] for a triangulation which is the same one studied in this paper. It was shown via an example
that continuous state feedback and affine feedback are no longer equivalent for solving the RCP.
Also in [16] it was shown that for single input systems, multi-affine feedbacks could solve the RCP
even when affine feedbacks fail. The third question was never fully addressed, and it is the subject
of this paper.

In [6] the failure of continuous state feedback to solve the RCP was tied to the appearance of closed-
loop equilibria which could not be “pushed off” the simplex by a suitable feedback. Effectively, this
was the first indication of a topological obstruction to solving the RCP by continuous state feedback.
The terminology topological obstruction refers to an obstruction to extending a continuous map from
the boundary of a domain to its interior. Thus, it belongs to the class of extension problems of alge-
braic topology. The paper [6] did not approach the problem from a topological perspective, though
techniques from fixed point theory were employed. The problem was first formally recognized to
regard a topological obstruction in [19], where some preliminary work was done. The first rigorous
attempt at the problem appeared in [25] where necessary and sufficient conditions for the appear-
ance of a topological obstruction on two and three dimensional simplices were presented. Further
techniques were exploited in [24] in order to tackle the problem for the case of systems with two
inputs. Additionally, [8] resolves the problem in the case that the possible set of equilibria OS of the
control system has a specific geometric structure. Despite this progress, a complete characterization
of the topological obstruction has, up to now, not been available.

The results of this paper are significantly more far-reaching than those of the above mentioned
papers and represent the culmination of our effort to describe the topological obstruction in the
RCP. Unlike [25], [24] and [8], the contributions of this paper do not rely on limiting the dimension
of the state space, the number of inputs, or on a restrictive assumption on the structure of the set of
possible equilibria (other than that set forming a simplex). While some technical assumptions remain
and are discussed in the paper, the results of this paper largely solve the problem of a topological
obstruction to solving the RCP by continuous state feedback.

The problem investigated in this paper is related to a similar problem of an affine obstruction; that
is, an obstruction to solving the RCP using affine feedback. This problem was introduced in [25]
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and its supplementary paper [23], and solved there for two- and three-dimensional simplices. It has
recently been solved in its entirety in [20]. Although the two problems of a topological obstruction
and an affine obstruction are similar, the methods used to solve them are vastly different. The affine
obstruction is resolved using linear algebra, whereas in this paper, the topological obstruction is
tackled using methods of algebraic topology.

Our approach is as follows. We have a simplex S and an affine control system defined on S. To solve
the RCP we must guarantee trajectories do not exit facets which are not the exit facet. This is done
by imposing certain inward pointing conditions, called invariance conditions, on the velocity vectors
on the boundary of the simplex. Second, we must guarantee there are no closed-loop equilibria. The
set of possible equilibria of an affine control system is well known to be an affine space O. Thus the
focus is on when it is possible to assign a continuous, non-vanishing map on OS := S ∩O, while also
meeting the invariance conditions. If we assume OS is a simplex, then the topological obstruction
problem deals with determining whether there exists a continuous map from a simplex to a sphere,
with constraints on the map at the faces of the simplex. The invariance conditions are such that the
constraints get weaker as the dimension of the simplex face grows, i.e., the function values are most
constrained on the vertices of OS , then less constrained on the edges, and so on. This closely relates
to the framework of Eilenberg obstruction theory [10,12], and we modify its topological approach
to fit our needs. We attempt to find a continuous function from a simplex to a sphere satisfying all
the constraints by an inductive approach. The key to our strategy is as follows: in the first step, we
choose function values on the vertices of the simplex. Then, by using the theory of absolute retracts,
we attempt to extend this function to less constrained 1-dimensional faces, and continue onwards.
Finally, after extending the function to the entire boundary of the simplex, we use the theory of
null-homotopic functions to fill in the function in the simplex interior, where there are no constraints
at all.

We can only perform the last step in the above strategy if the boundary map is null-homotopic.
We use the known fact that non-surjective functions on a sphere are null-homotopic. On the other
hand, if the constraints are such that the union of their interiors covers the entire codomain, we use
a Sperner’s lemma argument to show that it is impossible to obtain a continuous function on the
whole simplex satisfying all of these constraints.

The paper is organized as follows. In Section 2 we introduce the topological tools to be used in our
work on the obstruction problem. In Section 3 we define the Reach Control Problem, motivate and
formally describe the problem of a topological obstruction, and convert it into the form most apt
for our approach to the solution. Section 4 contains the list of assumptions present in this work, as
well as several introductory results on the geometric properties of OS and other objects at hand.
Section 5 and Section 6 contain the bulk of the novel work presented in this paper. In Section 5 we
use extension theory to provide an elegant sufficient condition for the existence of a function solving
the problem of a topological obstruction. In Section 6 we use Sperner’s lemma to show that this
sufficient condition, slightly strengthened, is also a necessary one. Section 7 contains a discussion
on the relation of the results presented in this paper with the work of previous papers dealing with
topological obstructions in RCP. We also discuss the modification of our approach to a triangulation
of the state space different from the one present in the rest of the paper. In Section 8 we give
concluding remarks and outline several open questions remaining on this topic. Finally, additional
technical claims which are used in the paper, but deal with the problem of a topological obstruction
only tangentially are proved in the Appendix.

Notation: The notation 0 refers to the subset of Rn containing only the zero element. Symbol Bn

denotes the closed unit ball in R
n centered at the origin and S

n−1 = ∂Bn denotes the unit sphere
in R

n. If A ⊂ R
n is a set, then ∂A denotes its (relative) boundary, A denotes its closure, int(A)

denotes its (relative) interior, and Ac denotes its complement. The notation co{v1, . . . , vk} denotes
the convex hull of the points v1, . . . , vk ∈ R

n, whereas sp{v1, . . . , vk} denotes the vector subspace
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spanned by these points. If F : X → Y is a map whose domain X is a closed set, then the notation
∂F : ∂X → Y refers to the boundary map which coincides with F on the boundary of X .

2 Background

We say two topological spaces X and Y are homeomorphic (notation X ∼= Y) if there exists a
continuous function f : X → Y which is bijective and has a continuous inverse. Such an f is called
a homeomorphism. A topological space X is locally contractible if for every x ∈ X and every open
neighborhood V ⊆ X of x, there exists an open neighborhood W ⊆ V of x which is contractible in
the subspace topology from V. The k-th skeleton of a polytope P, denoted by ∂(k)P, is the union of
all k-dimensional faces of P.

Theorem 1 ([5]) Let P be a convex κ-dimensional polytope. Then P ∼= B
κ, and ∂P ∼= S

κ−1 = ∂Bκ.

Theorem 2 (Theorem 1.4, [21]) Let X ⊆ R
m be convex, compact and non-empty. Then, X ∼= B

ρ

for some ρ ≤ m.

Lemma 1 ([1,4]) A finite union of convex sets is locally contractible.

We require several results from algebraic topology, particularly the extension problem and null-
homotopic maps. The extension problem regards the following question: given a continuous map
∂f : ∂X → Y defined on the boundary of a space X , we would like to know if there exists a continuous
extension of f : X → Y such that f |∂X ≡ ∂f . The terminology topological obstruction particularly
refers to an obstruction to extending a continuous map. Let f, g : X → Y be continuous maps. We
say f is homotopic to g, denoted by f ≃ g, if there exists a continuous function F : X × [0, 1] → Y
such that F (·, 0) ≡ f and F (·, 1) ≡ g. Topological spaces X and Y are homotopy equivalent, denoted
X ≃ Y, if there exist continuous maps f : X → Y, g : Y → X such that f ◦g and g ◦f are homotopic
to idY and idX , respectively. A continuous map f : X → Y is said to be inessential or null-homotopic
if f is homotopic to a constant map c(x) = y0, where y0 ∈ Y. A topological space X is contractible
if the identity map idX : X → X is null-homotopic.

Lemma 2 ([11]) If f : X → S
n is a continuous map such that f(X ) 6= S

n, that is, f is not
surjective, then f is null-homotopic.

The main result relating null-homotopic maps and the extension problem is the following important
Extension Theorem (see [22]).

Theorem 3 A continuous map f : Sn → Y is null-homotopic if and only if f extends to a continuous
map F : Bn+1 → Y.

The following definition of absolute retract, which also resembles the definition of absolute extensor,
is taken from [1]. It may be noted that in metrizable spaces, the notions of absolute retract and
absolute extensor (AE) are equivalent [26].

Definition 1 A metrizable space X is an absolute retract (AR) if for every metrizable space Y and
every closed V ⊆ Y, each continuous map f : V → X is extendable to a continuous map F : Y → X .

Definition 2 ([27]) A compact metric space is finite-dimensional if it is homeomorphic to a subset
of Rk for some k ∈ N.

Theorem 4 ([1,4]) If X is a compact, contractible and locally contractible finite-dimensional metric
space, it is AR.
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Fig. 1 3-dimensional simplex S with a possible set of potential equilibria OS .

3 Reach Control Problem

We consider an n−dimensional simplex S := co{v0, v1, · · · , vn} with vertex set VS := {v0, v1, · · · , vn}
and facets F0, · · · ,Fn (the facet is indexed by the vertex it does not contain). Let hi, i ∈ {0, · · · , n},
be the unit normal vector to the facet Fi pointing outside the simplex, and let F0 be the exit facet.
Define I := {1, · · · , n}, and for x ∈ S, let I(x) be the minimal index set such that x ∈ co{vi | i ∈
I(x)}.

Consider the affine control system defined on S:

ẋ = Ax+Bu+ a , x ∈ S , (1)

where A ∈ R
n×n, a ∈ R

n, B ∈ R
n×m, and rank(B) = m. Let B = Im(B), the image of B. Also, let

φu(t, x0) denote the trajectory of (1) under a control law u starting from x0 ∈ S. We are interested
in studying reachability of the exit facet F0 while the state is constrained in S.

Problem 1 (Reach Control Problem (RCP)) Consider system (1) defined on a simplex S. Find a
continuous state feedback u(x) such that for every x0 ∈ S, there exist T ≥ 0 and γ > 0 such that

(i) φu(t, x0) ∈ S for all 0 ≤ t ∈ [0, T ].
(ii) φu(T, x0) ∈ F0.
(iii) φu(t, x0) 6∈ S for all t ∈ (T, T + γ).

It is clear that a necessary condition for u(x) to solve the RCP is that there are no closed-loop
equilibria in S, i.e. Ax+Bu(x) + a 6= 0, x ∈ S. Closed-loop equilibria of (1) can only appear in the
affine space O := {x ∈ R

n|Ax+ a ∈ B} [29,6]. Thus, we are interested in equilibria in the set

OS := S ∩ O.

Since O is an affine space, either OS = ∅ or OS is a convex polytope in S with a dimension κ with
0 ≤ κ ≤ n. An example of OS is shown in Figure 1.

A second necessary condition for solving the RCP is that velocity vectors Ax + Bu(x) + a must
point inward at points in the facets Fi, i ∈ I [15]. To formalize this requirement, for x ∈ S, define
the closed, convex cone

C(x) :=
{

y ∈ R
n | hj · y ≤ 0, j ∈ I \ I(x)

}

.

where the convention is that if I \ I(x) = ∅, C(x) = R
n. Figure 2 illustrates the cones C(x) as shaded

cones attached at various x ∈ S since they are used to characterize tangent velocity vectors. Notice
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v0
v1

v2

Fig. 2 Illustration of C(x), depicted as blue cones at several points x ∈ S. An example of OS is depicted by a dashed
line.

that for x ∈ S \ F0, C(x) is exactly the Bouligand tangent cone to S at v0, TS(x). At x ∈ F0, C(x)
includes directions pointing out of F0. The requirement that velocity vectors must point inwards
can be formally stated as

Ax+Bu(x) + a ∈ C(x), x ∈ S . (2)

Let u(x) : S → R
m be a continuous state feedback. Define f(x) = Ax+Bu(x) + a. Notice that, by

the definition of OS , f(x) ∈ B for x ∈ OS . From the foregoing discussion, a necessary condition for
u(x) to solve the RCP is that there exists f : OS → B \{0} such that f(x) ∈ C(x), x ∈ OS . We now
transform this statement so that explicit consideration of B can be avoided; see also [20] where the
same technique was used.

Since B ⊂ R
n is an m-dimensional subspace, we can identify it with R

m through a linear trans-
formation M ∈ R

n×m whose columns form an orthonormal basis of B, such that MTM = I and

MMT |B ≡ id. This interprets the function f : OS → B\{0} as MT f
‖MT f‖

= f̃ : OS → S
m−1. The

requirement f(x) ∈ C(x) says hj · f(x) ≤ 0, j ∈ I \ I(x). Since MMT |B ≡ id, and f(x) ∈ B for

x ∈ OS , hj · f(x) = hj · MMT f(x). Let h̃j := MThj ∈ R
m. Then f(x) ∈ C(x) is equivalent to

h̃j · f̃(x) ≤ 0, j ∈ I \ I(x).

Under the foregoing transformation, the problem studied in the paper is to determine if there exists
a continuous function f̃ : OS → S

m−1 satisfying f̃(x) ∈ C̃(x), x ∈ OS , where C̃(x) := {y ∈
S
m−1 | h̃j · y ≤ 0, j ∈ I \ I(x)

}

. In what follows we abuse notation and remove the tilde’s from the
variables f , hj , and C(x). We arrive at the main problem studied in this paper.

Problem 2 Does there exist a continuous function f : OS → S
m−1 satisfying

f(x) ∈ C(x) , x ∈ OS , (3)

where
C(x) :=

{

y ∈ S
m−1 | hj · y ≤ 0, j ∈ I \ I(x)

}

? (4)

4 Preliminaries

In this section we define additional helpful notation and state the main assumptions for the problem.
First we define the cones

Cj =
{

y ∈ S
m−1 | hj · y ≤ 0

}

, j ∈ I . (5)

Notice that C(x) = ∩j∈I\I(x)Cj , x ∈ OS . We now introduce our main assumptions.
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Assumption 1

(A1) The pair (A,B) is controllable.
(A2) 2 ≤ m ≤ n− 1.
(A3) For any non-empty index set I ′ ⊂ I, if Y :=

⋂

j∈I′ Cj 6= ∅, then Y ∼= B
ρ for some ρ ∈ {0, . . . ,m−

1}.
(A4) OS = co{o1, . . . , oκ+1}, a κ-dimensional simplex with vertices o1, . . . , oκ+1.
(A5) v0 6∈ OS .
(A6) OS ∩ int(S) 6= ∅.
(A7) C(oi) 6= ∅, i = 1, . . . , κ+ 1.

Assumption (A1) implies that dim(O) = m; see Lemma 3(i). Regarding Assumption (A2), we do
not consider the case m = 1 because it was resolved by Theorem 1 in [30]; see also Section 7. Also
we do not consider the case m = n, since then there is a trivial solution to the problem. Assumption
(A3) is a non-degeneracy assumption which is discussed in greater detail below. Assumptions (A4)-
(A6) regard the interaction between the simplex S and the set O. This interaction arises from the
choice of triangulation of the state space and is therefore under the designer’s discretion; see also
[30]. Assumption (A7) incorporates a necessary condition for solvability of the RCP: if there exists
f : OS → S

m−1 satisfying f(x) ∈ C(x) for all x ∈ OS , then f(oi) ∈ C(oi). We enumerate the relevant
known results under Assumption 1; see [30,23].

Lemma 3

(i) If (A,B) is controllable and OS ∩ int(S) 6= ∅, then dim(OS) = m.
(ii) If dim(OS) ≥ 1, then ∂OS ⊆ ∂S.
(iii) Let P ⊆ OS be a polytope and let x ∈ int(P). Then C(y) ⊆ C(x) for all y ∈ ∂P.

Now we discuss (A3). Assumption (A3) ensures that non-empty intersections of the Cj ’s form con-
tractible sets. This guarantees that the Cj ’s form good closed covers of the spaces we are observing;
a similar condition was imposed in [24]. Developing the theory of topological obstructions in the
RCP without this assumption is possible, but it results in a number of degenerate cases. In partic-
ular, (A3) ensures that each Cj must be contractible, so each Cj 6= S

m−1, which, in turn, implies
each hj 6= 0, j ∈ I. Since the cones Cj are projections of B ∩ C(x), x ∈ Fj , onto B in the original
set-up, this non-degeneracy assumption imposes constraints on the interaction between B and S. It
is possible to test whether (A3) is satisfied by a numerical procedure. First we have the following
characterization of (A3).

Lemma 4 Let I ′ ⊂ I be a non-empty index set. Define Y :=
⋂

j∈I′ Cj and suppose Y 6= ∅. Addi-
tionally, assume that there exists x ∈ Y such that hj ·x < 0 for some j ∈ I ′. Then, Y ∼= B

ρ for some
ρ ∈ {0, . . . ,m− 1}.

Proof Clearly −x 6∈ Y. Thus, we can use a stereographic projection centered at −x to homeomor-
phically project Y on R

m−1. By Lemma 11, this projection morphs Y into an intersection of closed
balls and half-spaces, at least one of which, corresponding to Cj , is a ball. Hence, the projection
of Y on R

m−1 is: closed, as an finite intersection of closed sets; bounded, as a subset of the ball
corresponding to Cj ; convex, as an intersection of convex sets. By Theorem 2, Y is homeomorphic
to a ball of some dimension 0 ≤ ρ ≤ m− 1. ⊓⊔

Suppose that I ′ = {j1, . . . , jp} in the previous lemma. Then the statement that there exists x ∈ Y
such that hj · x < 0 for some j ∈ I ′ is equivalent to the following: there exists an x ∈ R

m which is a
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solution to
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0
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







. (6)

This is a standard linear feasibility problem. We also have a converse statement to Lemma 4.

Lemma 5 Suppose (A3) holds and let I ′ ⊂ I be a non-empty index set. Define Y :=
⋂

j∈I′ Cj and
suppose Y 6= ∅. Then there exists x ∈ Y such that hj · x < 0 for all j ∈ I ′.

Proof We prove the statement by induction on |I ′|, the cardinality of I ′. Consider I ′ ⊂ I such that
|I ′| = 1 and Y := ∩j∈I′Cj 6= ∅. Assumption (A3) implies hj 6= 0, so there clearly exists x ∈ Y such
that hj · x < 0, j ∈ I ′. Now supppose the statement holds for all index sets with cardinality less
than k + 1. Consider any index set I ′ ⊂ I such that |I ′| = k + 1 and Y := ∩j∈I′Cj 6= ∅.

First we claim there exist x ∈ Y and j′ ∈ I ′ such that hj′ · x < 0. For if not, then for all x ∈ Y
and j′ ∈ I ′, hj′ · x = 0. This implies Y ⊂ {z ∈ S

m−1 | hj · z = 0, j ∈ I ′}. But by definition of Y,
{z ∈ S

m−1 | hj · z = 0, j ∈ I ′} ⊂ Y, and thus Y = {z ∈ S
m−1 | hj · z = 0, j ∈ I ′}, the intersection of

(m− 2)-dimensional spheres. Hence, it is itself a sphere, which contradicts (A3).

Thus, there exist x ∈ Y and j′ ∈ I ′ such that hj′ · x < 0. By the induction step there exists x′ such
that hj · x

′ < 0 for all j ∈ I ′\{j′} (since |I ′ \ {j′}| = k < k + 1). We observe that x 6= −λx′ for any
λ > 0 because x ∈ Y implies hj · x ≤ 0 for all j ∈ I ′. But if x = −λx′, then hj · (−λx′) = hj · x > 0,
j ∈ I ′ \ {j′}, a contradiction. Now consider x̃ = (x+ λx′)/‖x+ λx′‖. Since hj · x ≤ 0 and hj · x

′ < 0
for j ∈ I ′\{j′}, we have hj · x̃ = 1

‖x+λx′‖

(

hj · x+ hj · x
′
)

< 0 for j ∈ I ′\{j′}. Also since hj′ · x < 0,

we can choose λ sufficiently small such that hj′ · x̃ < 0. Thus, x̃ ∈ Y satisfies the statement. ⊓⊔

In light of (A4), we define IOS
:= {1, . . . , κ + 1}, and we denote the facets of the simplex OS as

FO
k , k = 1, . . . , κ + 1, where FO

k is the facet not containing the vertex ok. Consider any FO
j . We

observe that I(x) = ∪i∈{1,...,j−1,j+1,...,κ+1}I(oi) for all x ∈ int(FO
j ), so C(x) are the same for every

x ∈ int(FO
j ). Therefore we can define

Hj := C(x) , x ∈ int(FO
j ), j ∈ IOS

. (7)

Notice that Hj is a closed subset in S
m−1. Also define Hc

j := S
m−1 \ Hj , j ∈ IOS

, which is an open

subset in S
m−1. We have the following fact about the sets Hj .

Lemma 6 Suppose (A3)-(A6) hold. At most one Hj, j ∈ IOS
, satisfies Hj = S

m−1.

Proof Suppose not. First we take any j ∈ IOS
such that Hj = S

m−1 and x ∈ int(FO
j ). By definition

Hj =
⋂

i∈I\I(x) Ci. In order that Hj = S
m−1, either Ci = S

m−1 for all i ∈ I\I(x) or I \ I(x) = ∅.

First, Ci = S
m−1 contradicts (A3). Second, suppose I(x) = {0, 1, . . . , n}. This is impossible by

Lemma 3(ii), since x ∈ FO
j ⊂ ∂OS ⊂ ∂S. Third, suppose I(x) = I. Then x ∈ F0. Since I \ I(z)

is the same for all z ∈ int(FO
j ), we deduce int(FO

j ) ⊂ F0. Since FO
j and F0 are both polytopes,

FO
j ⊂ F0. Since OS is a simplex, oi ∈ F0 for all i 6= j. Now we repeat this argument for j′ 6= j

such that Hj′ = S
m−1. Then FO

j′ ⊂ F0. Thus, OS is a simplex with two facets in F0, which implies
OS ⊂ F0. This contradicts (A6). ⊓⊔

Finally we define

H :=
⋃

Hj 6=Sm−1

Hj , H⋆ :=
⋃

Hj 6=Sm−1

int(Hj) . (8)
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5 Extension Problem

In this section we begin our study of Problem 2 by investigating when it is possible to extend a
continuous boundary map ∂f from ∂OS , the boundary of OS , to its interior. Our main tool will be
the Extension Theorem 3. Some supplemental claims which are intuitively clear, but necessary for
our argument, are found in the Appendix.

The main idea is as follows. By (A7) we can construct a vertex map f(oi) ∈ C(oi), i ∈ IOS
. We

want to continuously extend this map to all of OS such that f(x) ∈ C(x), x ∈ OS . We observe
that if C(x) = S

m−1 for some x ∈ OS , then the constraint f(x) ∈ C(x) is vacuous. For example, if
x ∈ int(OS) then by Lemma 3(ii), x ∈ int(S), and C(x) = S

m−1. Thus, the only relevant constraints
on f(x) arise on points x ∈ ∂OS , and moreover, points in ∂OS where C(x) 6= S

m−1. We can think
of H as capturing the co-domain of a boundary map ∂f : ∂OS → H where the constraints are
non-vacuous. If this co-domain does not cover all of Sm−1, that is H 6= S

m−1, then the boundary
map is not surjective and Lemma 2 and Theorem 3 allow us to argue that the boundary map can
be extended to all of OS . A key step in this construction is to extend a map f : ∂P → H from the
boundary of a face P of OS to its interior. We do that in the following lemma by showing that the
codomain of the map on P, namely Y := C(x) ∩ H, x ∈ int(P), is AR. The main tool to establish
that Y is an algebraic retract is Theorem 4. This requires showing that Y is compact, contractible,
and locally contractible, which is done in Lemmas 12 and 13.

Lemma 7 Suppose Assumption 1 holds, and suppose H 6= S
m−1. Let P be any k-dimensional face

of OS with 0 ≤ k ≤ κ− 1. Let Y := C(x) ∩H for any x ∈ int(P). Then, Y is AR.

Proof We consider two cases. First suppose there exists a facet FO
j of OS with P ⊂ FO

j such that

Hj 6= S
m−1. By Lemma 3(iii), C(x) ⊆ Hj ⊆ H. Since Y := C(x) ∩ H, we get Y = C(x) for any

x ∈ int(P). Further, since C(x) = ∩j∈I\I(x)Cj , by (A3), Y = C(x) is homeomorphic either to a ball
or a sphere, so, it is locally contractible. Also, by definition Y is compact. In sum, by Theorem 4, Y
is AR.

Second, suppose Hj = S
m−1 for all facets FO

j of OS such that P ⊆ FO
j . By Lemma 6, there is at

most one facet FO
j such that Hj = S

m−1. Thus, P = FO
j with Hj = S

m−1, and Y = Hj ∩ H =

S
m−1 ∩ H = H. Recall that oj is the vertex of OS not contained in P. By Lemma 3(iii) and (7),

C(oj) ⊆ Hi for all i = 1, . . . , j − 1, j + 1, . . . , κ+ 1. Then by (A7),
⋂

Hi 6=Sm−1 Hi 6= ∅. By Lemma 13,
H is contractible; by Lemma 12, H is locally contractible; and by definition, H is compact. In sum,
by Theorem 4, Y = H is AR. ⊓⊔

We now give the main result on extending vertex maps. Here is the roadmap for our proof strategy.
We must show that if H 6= S

m−1, then there exists a continuous map f : OS → S
m−1 satisfying the

cone conditions (3). We employ an induction argument on the dimension of the faces of OS . For the
base step, we define a vertex map ∂f on the vertices {o1, . . . , oκ+1} ofOS such that ∂f(oi) ∈ C(oi). To
inductively build up ∂f on the faces of OS , we assume a map with the required properties is defined
on the k-th skeleton of OS consisting of all k-dimensional faces. This map is extended to the (k+1)-
th skeleton by invoking Lemma 7 on each (k+1)-dimensional face P. Specifically, the set Y := C(x),
x ∈ int(P), which is effectively the codomain of the map, is an algebraic retract. We continue with
this procedure until we reach ∂f : ∂OS → S

m−1 satisfying (3). Based on the assumption that the
union of cones C(x), x ∈ ∂OS , does not cover S

m−1, the map ∂f is not surjective. Then, as mentioned
above, Lemma 2 and Theorem 3 are used to conclude that ∂f can be continuously extended to the
interior of OS . Fortunately, the interior of OS lies in the interior of S, where C(x) = S

m−1 and the
conditions f(x) ∈ C(x) are trivially satisfied.
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v1 v2

v0

v3

o1

o2

o3
(a)

C1

C2

C3

(b)

Fig. 3 Configuration of the set OS and the semi-circles Ci in Example 1.

Example 1 We illustrate the proof of the main result on extending continuous maps on OS via an
example with n = 3, m = 2 and OS as in Figure 3. This example was already solved in two different
ways in [25] and [24]; the figures are adapted from those papers.

From Figure 3 we observe that H1 = C3, H2 = S
1 and H3 = C2. Then H :=

⋃

Hj 6=S1
Hj 6= S

1.

We can easily find a function f : OS → S
1 satisfying all the cone conditions (3). Following the

procedure of the proof of Theorem 5 given below, we first define a vertex map ∂f(oi), i = 1, 2, 3,
such that ∂f(o1) ∈ C2, ∂f(o2) ∈ C2∩C3 6= ∅, and ∂f(o3) ∈ C3. Next, we continuously connect ∂f(o1)
and ∂f(o2) by any curve in S

1 which remains in C2. Similarly we continuously connect ∂f(o2) and
∂f(o3) by any curve in S

1 which remains in C3. For instance, we can choose the shortest arcs between
points ∂f(o1) and ∂f(o2), and points ∂f(o2) and ∂f(o3). As there are no restrictions on the edge
between o1o3, we can connect these points by a curve that stays in H = C2 ∪ C3. These curves then
determine a continuous map ∂f defined on ∂OS that satisfies all the cone conditions. Observe that
the co-domain of this boundary map lies entirely in H. Then because H 6= S

1, the boundary map
is not surjective, so it is null-homotopic. Finally, by Theorem 3, it can be extended to a continuous
function f : OS → S

1. Such a function again satisfies all the cone conditions, because there are no
new restrictions on the interior of OS because it lies in the interior of S. ⊳

Theorem 5 Suppose Assumption 1 holds. Suppose H 6= S
m−1. Then there exists a continuous map

f : OS → S
m−1 such that f(x) ∈ C(x), x ∈ OS .

Proof The plan of the proof is, first, to construct a boundary map ∂f : ∂OS → H such that
∂f(x) ∈ C(x) for all x ∈ ∂OS . Second, this map is extended to all of OS . By (A7), C(oi) 6= ∅,
i ∈ IOS

, so take any bi ∈ C(oi) and defined ∂f(oi) := bi, i ∈ IOS
. Each oi lies in κ facets, where

κ = m ≥ 2, by (A2) and Lemma 3(i). By Lemma 6, at most one j ∈ IOS
satisfies Hj = S

m−1. Thus,
oi ∈ FO

j for some j ∈ IOS
such that Hj 6= S

m−1. By Lemma 3(iii), C(oi) ⊂ Hj ⊂ H.

We have defined ∂f on ∂(0)OS . We now define it on ∂OS = ∂(m−1)OS by inductively building up
the map on ∂(k)OS . Assume that ∂f is defined on ∂(k)OS , and that it satisfies ∂f(x) ∈ C(x) ∩ H
for all x ∈ ∂(k)OS . Take any (k + 1)-dimensional face P of OS , where k + 1 < κ. It suffices to show
that ∂f can be extended on P such that ∂f(x) ∈ C(x) ∩H for x ∈ int(P). Define

Y := C(x) ∩H (9)

for some x ∈ int(P). By Lemma 3(iii) and the definition of ∂f(x), ∂f(x) ∈ Y for all x ∈ ∂P. Thus,
∂f |∂P : ∂P → Y. By Lemma 7, Y is AR. Hence, the map ∂f |∂P can be extended to a map
∂f : P → Y. Such a map satisfies ∂f(x) ∈ Y = C(x) ∩H for x ∈ int(P), so we are hence done.

Now we have constructed ∂f : ∂OS → H such that ∂f(x) ∈ C(x), x ∈ ∂OS . Next we interpret ∂f
as a map into S

m−1; that is, ∂f : ∂OS → S
m−1. Since H 6= S

m−1, ∂f is not surjective. By Lemma 2,
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∂f : ∂OS → S
m−1 is null-homotopic. By Lemma 3 and Theorem 1, ∂OS

∼= S
m−1. By Theorem 3,

∂f extends to a map f : OS
∼= B

m−1 → S
m−1. Finally, since by construction ∂f(x) ∈ C(x) for

all x ∈ ∂OS , we have f(x) = ∂f(x) ∈ C(x) for x ∈ ∂OS . For x ∈ int(OS), by (A7) and Lemma 3,
x ∈ int(S). Thus, C(x) = S

m−1, and it immediately follows that f(x) ∈ C(x), x ∈ int(OS). ⊓⊔

We note that the sufficient condition H 6= S
m−1, while elegant, is difficult to numerically verify.

The set H is a union of finitely many sets C(x) = {y ∈ S
m−1 | hj · y ≤ 0, j ∈ I\I(x)}. By defining

C′(x) = {λy | λ ≥ 0, y ∈ C(x)}, the problem of verifying H 6= S
m−1 is equivalent to the problem

of verifying whether a union of polyhedral cones C′(x) ⊆ R
m covers the entire Euclidean space. As

mentioned in [20], this is known to be an NP-complete problem (see, e.g., [13]).

6 An Obstruction

In this section we study when it is not possible to extend a continuous boundary map ∂f from ∂OS ,
the boundary of OS , to its interior. The condition that forces the obstruction is that H⋆ covers Sm−1.
We note that this condition is almost the exact opposite of the sufficient condition for solvability in
the previous section, namely H 6= S

m−1. The only gap arises when H⋆ 6= S
m−1, but H, the closure

of H⋆, equals Sm−1. Thus, we arrive at necessary and sufficient conditions, up to a small gap due to
a degenerate case.

Our main tool for the proof is Sperner’s Lemma [3], which has been employed before to prove exis-
tence of closed-loop equilibria in the RCP [6]. The essential argument here follows by contradiction:
suppose a continuous map f : OS → S

m−1 exists such that f(x) ∈ C(x). Each vertex oi of OS

is assigned its own distinct “color” corresponding to whether f(oi) 6∈ Hi. Next, successively finer
triangulations are constructed on OS following the rules of a proper labelling of colors to satisfy
Sperner’s lemma, as defined below. By Sperner’s lemma, for each such triangulation, there exists a
simplex of the triangulation whose vertex set includes all colors. Taking the limit as the diameter
of the triangulations goes to zero, we deduce there exists a point x where f(x) 6∈ Hi, i ∈ IOS

. This
will contradict that H⋆ covers Sm−1.

We now present the setup of Sperner’s lemma. Let T be a triangulation of an n-dimensional simplex
S. That is, T is a subdivision of S into n-dimensional simplices such that any two simplices of T
intersect in a common face or not at all. A proper labeling of the vertices of T is as follows:

(L1) Each vertex of the original simplex S has its own distinct label.
(L2) Vertices of T on a face of S are labeled using only the labels of the vertices forming the face.

Given a properly labeled triangulation of S, we say a simplex in T is distinguished if its vertices have
all n+ 1 labels.

Lemma 8 (Sperner) Every properly labeled triangulation of S has an odd number of distinguished
simplices.

Before applying Sperner’s lemma to our problem, we need the following result which underlies our
choice of a proper labelling.

Lemma 9 Suppose Assumption 1 holds. Also suppose H = S
m−1. Then

⋂

Hj 6=Sm−1 Hj = ∅.

Proof Suppose by way of contradiction that Y :=
⋂

Hj 6=Sm−1 Hj 6= ∅. Since each Hj is itself an
intersection of Ck’s, we can apply Lemma 5. That is, there exists y ∈ Y ⊂ H such that hk · y < 0 for
all Ck’s contributing to Y. Then hk · (−y) > 0 for all such Ck’s so −y 6∈ Hj when Hj 6= S

m−1. This
implies −y 6∈ H, which contradicts that H = S

m−1. ⊓⊔
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Theorem 6 Suppose Assumption 1 holds. Also suppose H⋆ = S
m−1. There does not exist a contin-

uous map f : OS → S
m−1 such that f(x) ∈ C(x), x ∈ OS .

Proof First we note that if H⋆ = S
m−1, then H = S

m−1. Suppose by way of contradiction there
exists a continuous map f : OS → S

m−1 = H such that f(x) ∈ C(x), x ∈ OS . Suppose that, after
possibly reordering indices, H1 = S

m−1. By our index convention, o1 ∈ FO
j , j ∈ IOS

\ {1}, so by
Lemma 3(iii), C(o1) ⊂ Hj , j ∈ IOS

\ {1}. Then since f(o1) ∈ C(o1), we have that f(o1) ∈ Hj ,
j ∈ IOS

\ {1}. Then f(o1) ∈ ∩Hj 6=Sm−1Hj , which contradicts Lemma 9. We deduce that Hj 6= S
m−1,

j ∈ IOS
. This implies H =

⋃

j∈IOS

Hj and H⋆ =
⋃

j∈IOS

int(Hj). Now we apply Sperner’s lemma.

The first step is to obtain a proper labeling of OS . We define the sets

Qi := f−1(Hc
i ) , i ∈ IOS

.

Since f : OS → S
m−1 is continuous and Hc

i is open, each Qi is an open subset of OS . Because
f(x) ∈ C(x), x ∈ OS , we observe that

f(oi) ∈ Hj , i ∈ IOS
, j ∈ IOS

\ {i} . (10)

From (10) it is immediate that oi 6∈ Qj when i 6= j. Also, oi ∈ Qi, for otherwise, invoking (10), we
would have f(oi) ∈ ∩j∈IOS

Hj , which contradicts Lemma 9. Thus, inclusion in a set Qi provides a
distinct label for the vertices oi of OS . This satisfies (L1) of a proper labeling of OS . Next, let T

be any triangulation of OS and consider a vertex v of T which is not a vertex of OS and lies in
∂OS . Without loss of generality, let v ∈ co{o1, . . . , ol} for some 2 ≤ l ≤ κ. Then it must be that
v ∈ Qk for some 1 ≤ k ≤ l. For suppose not, that is f(v) ∈ Hj , j = 1, . . . , l. Since v ∈ co{o1, . . . , ol},
v ∈ FO

l+1 ∩ · · · ∩ FO
κ+1, which means f(v) ∈ Hl+1 ∩ . . . ∩ Hκ+1. In sum, f(v) ∈ ∩j∈IOS

Hj , which
contradicts Lemma 9. Clearly this labeling of v satisfies the second condition (L2) for a proper
labeling. Finally, for vertices v of T in the interior of OS , any label Qi such that v ∈ Qi can be used
(at least one such exists because otherwise f(v) ∈ ∩j∈IOS

Hj , leading to the same contradiction).

Now for each α > 0, α ∈ Z, define a triangulation T
α of OS such that each simplex of Tα has

diameter 1
α
. Apply Sperner’s lemma for each T

α to obtain a distinguished simplex co{vα1 , . . . , v
α
κ+1}

and its barycenter xα. The set {xα} defines a bounded sequence in OS which has a convergent
subsequence, which by abuse of notation is again denoted {xα}. We have limα→∞ xα = x ∈ OS ,
since OS is closed. Also, by construction vαi → x, i ∈ IOS

. By Sperner’s lemma we know that
vαi ∈ Qi, i ∈ IOS

, so by continuity of f(x) this implies x ∈ Qi, i ∈ IOS
. That is, ∩i∈IOS

Qi 6= ∅.

We conclude there exists a point x ∈ OS such that x ∈ ∩i∈IOS
Qi. We claim that if x ∈ Qi,

then f(x) 6∈ int(Hi). First, if x ∈ Qi, then by definition, f(x) ∈ Hc
i so f(x) 6∈ int(Hi). Second, if

x ∈ ∂Qi, one can show by continuity of f that f(x) ∈ ∂Hi, so again f(x) 6∈ int(Hi). We conclude
f(x) 6∈ int(Hi), i ∈ IOS

. This contradicts that H⋆ = S
m−1. ⊓⊔

7 Discussion

In this section we compare our result to existing results in the literature. First, this paper only
regards the case when m > 1, but we can easily recover the result for m = 1 found in Theorem
1 of [30]. When m = 1, the problem of a topological obstruction becomes a problem of finding a
continuous function f : OS → S

0 satisfying f(x) ∈ C(x), x ∈ OS . As S
0 consists of only two points,

this means that such a continuous f can only be a constant function. Thus, a necessary and sufficient
condition for finding the required f is that all C(x), x ∈ OS , contain the same point. If we define
C(OS) := ∩x∈OS

C(x), then this is equivalent to saying B∩C(OS) 6= ∅. This is precisely the necessary
and sufficient condition given in [30].

The case when the state space has been triangulated so that any intersection of O with S is along
a face of S not containing v0 has been extensively studied; see [6,2,7]. The key difference with
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the present case is that when OS is a face of S, then int(OS) ⊂ ∂S, so there are constraints on
f in the relative interior of OS . In the present case, int(OS) ⊂ int(S), so f has no constraints in
the relative interior of OS . For the sake of the present argument, suppose that m = κ < n − 1
(the general case can also be handled). Following [6], suppose that OS = co{v1, . . . , vm+1}. Then
OS ⊂ Fj , j = m + 2, . . . , n, and for all x ∈ OS , C(x) ⊂ Cj , j = m + 2, . . . , n. Hence, Hk ⊂ Cj ,
k ∈ IOS

, j = m + 2, . . . , n, so H ⊂ Cj , j = m + 2, . . . , n. Now if we assume H = S
m−1 yet H ⊂ Cj ,

j = m+2, . . . , n, it means that B is parallel to Fj , j = m+2, . . . , n. This is the essence of Proposition
8.2 and Remark 8.2 of [6] saying that with v0 = 0, B ⊂ sp{v1, . . . , vm+1}. It is shown in Theorem 7.3
of [6] that when B ∩C(OS) = 0, with C(OS) as above, then there exists a closed-loop equilibrium in
OS using any continuous state feedback satisfying the invariance conditions. We recover this finding
here via the following result that relates the statement that H = S

m−1 to the condition on B∩C(OS).

Lemma 10 Suppose v0 = 0, B = sp{v1, . . . , vm+1}, and OS = co{v1, . . . , vm+1}. If B ∩ C(OS) = 0,
then H = S

m−1.

Proof Using the definition of the matrix M from Section 3, we note that B = sp{v1, . . . , vm+1}
implies that, with h̃i = MThi and dropping the tilde’s, we have

hm+2, . . . , hn = 0 h1, . . . , hm+1 6= 0 . (11)

By our index convention, the i-th facet of OS is FO
i = {v1, . . . , vi−1, vi+1, . . . , vm+1}. Thus, for

x ∈ int(FO
i ), I(x) = {1, 2, ..., i − 1, i + 1, ...,m + 1}. By (4), C(x) = {y ∈ S

m−1 | hj · y ≤ 0, j =
i,m + 2, . . . , n}. By (11), C(x) = Ci, so by definition Hi = Ci, which is a half-sphere. After the
transformation through M , the assumption B ∩ C(OS) = 0 becomes ∩m+1

i=1 Ci = ∅.

Suppose by way of contradiction that H 6= S
m−1. Consider the complements Hc

i = S
m−1 \Hi. Since

H 6= S
m−1, and Hi = Ci, there exists x ∈ S

m−1 such that

hi · x > 0 , i = 1, . . . ,m+ 1 . (12)

Now consider −x ∈ S
m−1. By (12), −x ∈ Ci for all i = 1, . . . ,m+ 1, a contradiction. ⊓⊔

The subject of topological obstructions in the RCP has also been directly addressed in several
recent papers. The approach of this paper is generally significantly deeper than the previous work.
We comment on the relationships and differences between this paper and existing results.

In [24], the dimension of B is limited to m = 2. However, there are no strong assumptions on the
geometric structure and dimension of OS . A similar strategy as the one in this paper is used to
iteratively build up a map on the skeleton of OS to a one-dimensional sphere. In the case of m = 2,
all maps f : Sk → S

1, k > 1, are automatically null-homotopic. That is not the case for maps
f : Sk → S

m−1, m > 2 [17]. Thus, extending boundary maps presents a key issue dealt with in this
paper, and we do so using the theory of absolute retracts. The final result of [24] is that a solution to
the problem of a topological obstruction in the case of m = 2 exists if and only if any valid boundary
function is null-homotopic. In this paper, we give a solvability condition in terms of cones that relate
B to OS . These conditions arise more directly from the problem data. Additionally, we can recover
the result for m = 2 as follows. Assuming that Hj 6= S

m−1 for all j = 1, . . . ,m, every boundary
function satisfying the invariance conditions will have its image in H = ∪jHj . Hence, if H 6= S

m−1,
which we proved to be a sufficient and necessary 1 condition for the existence of the solution to the
problem of a topological obstruction, then any valid boundary function will be non-surjective. Thus,
it will be null-homotopic by Lemma 2.

The paper [25] (supplemented by [23]) deals with the case of n = 2 and n = 3, and the central case
of interest is when dimOS = m = 2. The results of that paper do not require the assumption that

1 Up to a degenerate case where H = Sm−1, but H∗ 6= Sm−1.
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v1 v2
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v3

o3

o1 o2

Fig. 4 One of the configurations of set OS for n = 3 and dimOS = 2 discussed in [25].

OS ∩ F0 = ∅, as we do. In the context of this paper, this would mean that Hi ⊂ S
1 only exist for

i = 1, 2, 3, and it is possible that some of those Hi’s in fact equal the entire sphere. Because of the
low dimensions of objects involved, a case by case investigation using retraction theory and Sperner’s
lemma is performed. Thus, while the results of [25] can be subsumed into the final results of this
paper, it is possible to employ a much less sophisticated strategy to obtain them in a much simpler
form. For instance, one of the situations described in [25] is when OS is a triangle with I(oi) = {0, i}
for i = 1, 2, 3. This situation is presented in Figure 4 (modified from [25]). Clearly, in that case,
Hi = Ci, and, assuming the non-degeneracy condition (A3), each Hi = Ci ⊂ S

1 is a half-sphere. It
is easy to show that the union of these Hi’s, or their interiors, will not cover the whole sphere if
and only if all three of them intersect at some point, i.e., if C1 ∩ C2 ∩ C3 6= ∅. Thus, using different
notation, the results of this paper recover the result of [25], which states that there exists a solution
to the problem of a topological obstruction if and only if B ∩ C(OS) 6= 0.

The paper [8] uses a purely algebraic strategy to solve the problem of a topological obstruction
in a case where the position of OS with respect to S is very constrained, i.e., OS is positioned
symmetrically within S in some sense. There also exist additional constraints on the position of B
with respect to S. This paper uses Sperner’s lemma, also used by our paper, to again show that
B ∩ C(OS) 6= 0 is a sufficient and necessary condition for the existence of a solution to the problem
of a topological obstruction. However, the methods used in that paper are not topological, instead
they depend on the position of OS .

Finally, [20] deals with a similar problem to the one of a topological obstruction, where all the
functions involved are required to be affine. This paper is of interest as the final result given is very
similar in flavour to the one presented in our paper, i.e., the problem of affine obstructions is solvable
if and only if the union of some cones does not cover the whole space. As this has been obtained
by entirely different methods from our paper, this leads to the question of the relationship and gap
(or lack thereof) between the problems of an affine obstruction and a topological obstruction. It has
been conjectured in [24] that there is in fact no such gap.

8 Conclusion

This paper provides a complete characterization of the topological obstruction to solving the reach
control problem by continuous state feedback. We apply both algebraic topology and Sperner’s
lemma. We showed that the existence of a topological obstruction depends on whether the union
of certain cones associated with OS , the set of possible equilibria in the simplex, covers a sphere
S
m−1. As such, our results are more closely tied to the problem data, in contrast with prior work

on the problem. Up to a degenerate case, the cone condition forms a single sufficient and necessary
condition for the existence of a solution to the problem of a topological obstruction. Topics for future
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work include removing the technical gap between the obtained sufficient and necessary conditions,
as well as relaxing the assumptions present in the paper; in particular, removing the assumption that
OS is a simplex. As the fundamental issue in this paper concerns the way the constraints posed on
facets of OS interact, this gives rise to a possible nerve-theoretical approach to solving the problem.
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Appendix

Lemma 11 ([18]) Suppose (A3) holds. Let y ∈ S
m−1. Suppose y ∈ Cj. The stereographic projection

of Cj\{−y} centered at −y equals:

(i) a closed half-space in R
m−1 if hj · y = 0,

(ii) an m− 1-dimensional closed ball in R
m−1 if hj · y < 0.

Lemma 12 Suppose (A3) and (A4) hold. H is locally contractible.

Proof Since local contractibility is a local property, we need only study a neighborhood of any
point in H. To that end, let x ∈ H and suppose without loss of generality x ∈ H1 ∩ · · · ∩ Hr, and
x /∈ Hr+1, . . . ,Hκ+1. Since all Hj ’s are closed in S

m−1 there is a neighborhood W of x such that
W ∩H = W ∩

⋃r
j=1 Hj . Now consider −x. It is certainly outside some neighborhood of x. We will

shrink W so that −x 6∈ W. We will prove that T =
(

⋃r
j=1 Hj

)

\{−x} is locally contractible, from

which it follows W ∩H is locally contractible.

We use a stereographic projection centered at −x of Sm−1\{−x} into R
m−1. By Lemma 11, this

projection homeomorphically maps Ci\{−x} to either a closed half-space in R
m−1 (if hi · x = 0), or

to a closed ball in R
m−1, if hi · x < 0. Since Hj = C(x) for x ∈ int(FO

j ), j ∈ IOS
, each Hj\{−x}

is the intersection of sets Ci\{−x}, so T is the union of intersections of sets Ci\{−x}. By Lemma
11, each Ci\{−x} is mapped by the same homeomorphism into a convex set: either a half-space or
a closed ball. Thus, each Hj\{−x} is mapped into a convex set. Finally, T is homeomorphically
deformed into a finite union of convex sets. By Lemma 1, it is locally contractible. ⊓⊔

Lemma 13 Suppose (A3) and (A4) hold. Also suppose H 6= S
m−1 and

⋂

Hj 6=Sm−1 Hj 6= ∅. Then H
is contractible.

Proof Let Y := ∩Hj 6=Sm−1Hj . Since each Hj is itself an intersection of Cj ’s, Y satisfies Lemma 5. Let
I ′ ⊂ I be the index set of Cj ’s whose intersection forms Y. By Lemma 5 there exists x ∈ Y ⊆ H such
that hk · x < 0 for all k ∈ I ′. Since hj · (−x) > 0 for all k ∈ I ′, we know −x /∈ Hj for any Hj ⊂ H.
Thus, −x /∈ H. Consider geodesics on S

m−1 coming out of x. Because the antipodal point −x is not
in H, there exists a unique geodesic fx′ between x and any point x′ ∈ Hj for any Hj ⊂ H. Since
each Hj is Robinson-convex (see [28,9]), the entire path of geodesic fx′ lies inside some Hj ⊆ H, as
both x and x′ are in Hj . Thus, H is a star-shaped set with respect to geodesics on a sphere. By a
repetition of the standard proof for star-shaped sets in Euclidean spaces, H is contractible. ⊓⊔


