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Overview of the Bulk Power System
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Classical paradigm Modern trend
Generation Bulk, centralized Small-scale, distrib.

Energy interface

Sync. generators

Power electronics

Net load uncertainty Low Renewable-driven
Information Centralized Distributed
Sensors/Actuators Low-bandwidth High-bandwidth

The time is now for advanced control to have real impact. J
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Grid Modernization Design Spec's for Control Engineers
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Grid Modernization Design Spec's for Control Engineers

@ Coordinated Control of Many (Heterogeneous) Resources

o Real-time system optimization w/ performance guarantees J

o Scalability to thousands of sensors/actuators
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Grid Modernization Design Spec's for Control Engineers

@ Coordinated Control of Many (Heterogeneous) Resources

o Real-time system optimization w/ performance guarantees J

o Scalability to thousands of sensors/actuators

@ Grid Architecture (sensors/actuators/IT /algorithms/CPS)

e Hierarchical layering across spatial and temporal scales
o Prefer localized use of measurements (min. latency)

© Practical Constraints in Power Engineering

e Seamless integration with legacy systems
e Simple, and congruent w/ established power eng. principles
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The Power System Control Zoo

Figure: J. Chow and J.J. Sanchez-Gasca. Power System Modeling, Computation, and Control
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Hierarchical Architecture of Power Systems Controls

Figure: G. Andersson, C. A. Bel, C. Cafiizares. Frequency and Voltage Control




Hierarchical Architecture of Power Systems Controls
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Topics, Disclaimers, Excuses, Etc.

This is a huge, diverse set of topics. What will we cover? )

@ Coverage biased by my own interests and knowledge

@ Mix of theory and practice, key control insights

@ Trying to present a viewpoint you can't find in textbooks

Power Flow and Dispatch

power flow equations
load flow problem
the power flow Jacobian

dispatch / optimal power flow

contingency analysis

Stability & Control

@ power system stability (brief)
@ primary frequency control

@ automatic generation control

@ fast frequency control
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Core Ideas in Power Systems Operations/Control

@ Active power P

(i) is used as a control variable to regulate frequency
(ii) can be transmitted long distances with little loss
(iii) is the primary variable of economic importance

@ Reactive power @

(i) is used as a control variable to regulate voltage magnitude
(ii) is absorbed by inductance; can be transmitted only short distances
(iii) is important for maintaining efficient transport of active power

@ Frequency Af
(i) is spatially homogeneous in steady-state
(i) is maintained close to 50/60Hz through a hierarchy of control systems

@ Voltage magnitude V'
(i) is spatially heterogeneous in steady-state
(ii) generally allowed to float between operational bounds
(iii) primarily governed by local controllers
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Steady-State AC Power Flow, Economic
Dispatch, and Optimal Power Flow
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Power Flow in the Transmission Grid

Figure: U.S. Energy Information Administration, based on Energy Velocity.

Electric transmissio nv’tmsses North American borders_

The transmission grid is i .,‘
effectively a giant electrical
circuit, through which power is
routed from generation to load.

(i) alternating current: (roughly) constant 50Hz or 60Hz
v(t) = Re(Velle), vV >0, 6e]0,2n]
(ii) three-phase: each transmission line is really three lines (a,b,c)
va(t) = Re(Vyellaelt), up(t) =+,

(iii) balanced: V, =V = V,, 0, =0, — 2%, 0. =0, + 2
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Power Flow in the Transmission Grid

@ Under these (and some other mild!) conditions

(i) inductance and capacitance become impedance/admittance
(i) all phases are decoupled; no interactions

We can use single-phase phasor AC circuit analysis. )

We must describe
© bus-branch interconnections
@ transmission line models
@ physics (KCL, KVL, Ohm)
© generation model

@ load model

1 .
Sources and loads wye-connected, no mutual inductances between phases.
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Power Flow in the Transmission Grid

e Circuit described by a graph G = (N, €)

(i) node/buses N = {1,...,n+ m} W
. @

(i) edges/branches £ C N x N

o Edge (i,j) € € models a transmission line with series admittance?

Vel Yii Vjej%
Yij = Gij + Jbij '*#ﬁ/\/\/\/\/_#)-

@ For each bus i € N we have
(i) a (complex) potential V;
(ii) a (complex) external current injection I;
(iii) a shunt admittance ys,; (typically, capacitive)

2 . . .
Extends fairly easily to more complex line models.
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Power Flow in the Transmission System
o Ohm’s Law: I, ,; = y;;(Vi = V), ILs; = ys:Vi

@ Current balance using KCL

The matrix Y € CN*V is known
I = ZIHJ' + I as the admittance matrix

i e

_ v — Yoi t 2 iz Vi ifi=7]

= Zyz] (Vi — V +yssz K —Yij if i #£j
J#i

A Z Y”f/] e conductance matrix G = Re(Y)

e susceptance matrix B = Im(Y') )

@ The complex power S; = P; + jQ; is given by

S;=Vil; =V;Y Y3V = S=diag(V)(YV)*
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The Power Flow Equations

These equations can be written in many equivalent ways. )

Rectangular form: S; =V > YiVE

]
e nonlinear quadratic equations, useful for analysis and optimization

@ “SDP” form: S; =3, YiW;; with Wy; = V;V*
o useful for semidefinite programming representation of OPF

e Fixed-point form: V = F(V) for some function F
o useful for analysis (existence/uniqueness of solns)

@ Polar form: V; = V;ed% and S; = P, + jQ;

P, = Zj ViV;B;;sin(0; — 0;) + Zj ViV;Gyj cos(6; — 0;)

Qi=— Zj V;V; Byj cos(8; — 0;) + Zj ViV;Gyjsin(6; — 6;)
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The AC Power Flow Problem

@ We now incorporate generation and load models into the picture

e n Loads, m — 1 Generators, 1 Slack N =N UNgUN,

Bus Type Fixed Vars. | Free Vars.

Load (PQ) Bus P;, Q; 0, Vi

Generator (PV) Bus P,V 0i, Qi

Slack Bus 0; =0,V P, Qi
P = Zj ViV;Byjsin(6; — 6;) + Zj ViV;Gijcos(8; — 6;), i€ NLUNG
Qi=— Zj ViV;Bij cos(6; — 6;) + Z]_ ViV;Gijsin(0; — 6;) i€NL

Power Flow Problem: Solve, if possible, the above 2n + m — 1 equations
for the n+m — 1 unknowns {0;}iean, un and the n unknowns {Vi}ien J
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Comments on the AC Power Flow Problem
2= Zj ‘/»LV;B” sin(@i — 93) + Zj W‘/JG” COS(ei — 0]’)7 1 E NL UNG
Qi=— Zj ViV, Byj cos(0; — 0;) + Zj ViV;Gij sin(6; — ;) ieNL

@ The most ubiquitous problem in
power system operations

@ Solution approximates the
operating equilibrium
voltages/angles of the real
dynamic grid

@ The slack bus is a mathematical °
simplification; provides or
extracts real power to balance out
the system and enable feasibility

of the nonlinear equations. o

Many, Many Extensions

Voltage-dependent loads

“Distributed slack bus” (models
real generator response)

Transfer constraints between areas

Remote regulation of PQ bus
voltages

Multiple generators per bus

Generator @ limit switching
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Intuition on Transmission Grid Power Flow Solutions

@ Normally there is a unique high-voltage solution
with the following nice properties g,
(i) If V; &= 1 p.u. for generators i € Ng UNj,
then V; ~ 1 — e p.u. for loads i € N}, £ |
(i) 160; — 0] << 1 forall (i,5) € €

@ Just like in undergrad, AC circuits are subject to o
maximum power transfer limits; you can only send [Josz et al.]
so much power from point A to B

@ Lightly loaded systems have many solutions

@ Heavily loaded systems may have no solutions;

[Hiskens & Davy]

solutions will coalesce and disappear in saddle-node

bifurcations as maximum power transfer is reached.
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Solution of ACPF Problem via Newton's Method

e With x = (0, V) the ACPF equations can be expressed as 0 = f(x)

-1
Newton's Method:  xp11 =z — <g£(l’k)> flxy)
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e If convergent, may converge to “wrong” solution

20/108



Solution of ACPF Problem via Newton's Method

e With x = (0, V) the ACPF equations can be expressed as 0 = f(x)

of

-1
Newton's Method: xpy1 = xf — (&(fﬂk)) f(zr)

e If convergent, may converge to “wrong” solution

e If non-convergent, several possibilities:

20/108



Solution of ACPF Problem via Newton's Method

e With x = (0, V) the ACPF equations can be expressed as 0 = f(x)

of

-1
Newton's Method: xpy1 = xf — (&(fﬂk)) f(zr)

e If convergent, may converge to “wrong” solution

e If non-convergent, several possibilities:

(a) No power flow solution exists

20/108



Solution of ACPF Problem via Newton's Method
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Newton's Method: xpy1 = xf — (g(wk)) f(xk)
x
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Solution of ACPF Problem via Newton's Method

e With x = (0, V) the ACPF equations can be expressed as 0 = f(x)

-1
Newton's Method: xpy1 = xf — <g($k)) f(xk)
x

e If convergent, may converge to “wrong” solution

e If non-convergent, several possibilities:
(a) No power flow solution exists
(b) Numerical instability (conditioning)

(c) z° not in any region of convergence

[Deng et al ]
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A Closer Look at the Power Flow Jacobian

@ High-voltage transmission

lines have little resistance; P = Z V;V;Bi;sin(0; — 0;) ,i € Np UNG
and dropping the conductance '
terms from the PFE is a very Z ViV;Bij cos(6; — 6;5),i € N,

common approximation

@ Jacobian matrix Near high-voltage solution
) o)
{AP} _ 83—{;‘ gVPL [Ae}
AQr E%L 86\2/2 AV |V;| ~ 1, |9Z — 9J| <1
@ Decoupled Jacobian matrix
@cxsin(O-—G )=~ 0
{AP] {g—‘; O]{AH} Vi R
~ 2QL .
AQL 0 AVL 0Q: o sin(f; — 0x) =~ 0

00k

Using an approximated Jacobian in Newton = fast decoupled load flow )
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Typical Convergence of Newton and FDLF

JWSP, " A Theory of Solvability for Lossless Power Flow Equations Part |, in IEEE Trans. on Control of Network Syst., 2018.

10°g

Solution Voltage Mismatch

1072

10714
0

Doing all these computations efficiently is very practically important; lots
of sparse linear algebra and matrix decompositions used in practice.

—o-NR
—% FDLF (XB)
—x FPPF

Iterations

)
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Primer: Some Matrix Theory

A matrix A = [a;;] € R"*" is
» a Z-matrix if a;; < 0 for all

Nonnegative Matrices in the

5= Mathematical Sciences
» a nonsingular M-matrix if A £
isa Z-matrix and A =sI — B Abraham Berman

The Technion-Israel Institute of Technology

; A Robert J. Plemmons
» weakly diagonally dominant Wake Forest University

if laii| > 32, ai;| for all i
» irreducible if the directed

where b;; > 0 and s > p(B)

graph induced by A is strongly @ A irreducibly diagonally dominant
connected Z-Matrix => A irreducible

» irreducibly diagonally nonsingular M-matrix
dominant if it is irreducible @ A (irreducible) nonsingular

and weakly diagonally
dominant but with strict
inequality for at least one
1e€{1,...,n}

M-matrix <= A~! nonnegative

(strictly positive)
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Primer: Some Matrix Theory

@ A Z-Matrix
-5 -3 0
0 0 -1
0o -2 2

@ A reducible weakly diagonally
dominant Z-matrix

3 =3 0
o 1 -1
0 -2 2

@ An irreducible weakly diagonally
dominant Z-matrix

@ An irreducibly diagonally
dominant Z-matrix

4 -3 0

1 9 3
1 12 4
1 11 4
@ An irreducible nonsingular
M-matrix
4 -3 0
0 1 -1
-1 -2 29

which is not diagonally dominant
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A Closer Look: The Active Power Flow Jacobian

@ Decoupled Jacobian matrix
P = Z ViV;By;sin(0; — 0;) ,i € N UNg

AP _[25 0 ][a6 !
AQL| T |0 22| AV Z V;V;B;jcos(0; — 0;) ,i € N1,

VL

@ Set Wij = VIVJB“ COS(@Z' — 9]) for 7 ;é 7. Note Wij = Wyi. Then

orP\  [—wy ifij
(86)1] = { e - AP, = Zw”(Aﬁl — Aﬁj)

Dz Wi ifi=] oy
@ If [6; — 0,] < Z, then w;; > 0, and strictly if (i, ) or (j,9) € €; 2L is a Z-Matrix
@ By network connecthlty, W is irreducible*, weakly diagonally dominant

@ Slack bus = strict diagonal dominance in (at least) one row

@ Under normal conditions, %—Ig

It is pos. def., D-stable, (25)" ! is entry-wise positive.

is a (symmetric) irreducible non-singular M-matrix!

Main Point: Angle controls active power (or active power controls angle!) J
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The “DC Power Flow”

@ A crude but very useful power flow approximation.

@ If V; &~ 1 for all buses, and |6; — 6,| << 1, then

n+m n+m
Py=Y_ ViViBijsin(0; — 0;) ~ > Bi;(0: —6;), i€{l,....,n+m}
j=1 j=1 >

flow from 7 to j

Laplacian Matrix: DC Power Flow
. _1-Bu i# g {P} _ [LT Ls} [9}
] . .
Z#i Bij i=j B Ls  Lss] [0s

@ Since 0s = 0 by definition, P = L#; a simple linear relationship

@ With p;; = B;;(0; — 0;) the line power flows, can also be expressed as
P=Ap,  p=diag(Bij)uneeAld, L= Adiag(Bij)gjee -

where A, is the reduced incidence matrix of the graph.
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A Closer Look: The Reactive Power Flow Jacobian

The Q/V Jacobian is more subtle to understand. )

@ Decoupled Jacobian matrix
P, = Z V;‘/]BU sin(@i — 0]) 1€ NL UNG
i

AP] _[% o A6 _
AL T 0 ?ﬁj AV, Qi:—ViZjVjBijcos(Oi—Oj),zeNL

@ Let Bi]’ = Bijcos(ei - 9]) for i € Nz and JE N. Then

(8QL) _ |-ViB,; ifi e N, 5 € N\ {i}
2% ij 7‘/7,3“727:{“B”‘/J ifiGNL,iZj

@ Under normal conditions® the elements of B satisfy

(I) B;; > 0 for i # j, with B;; > 0 if (Z,]) or (j,Z) eé;
(i) Bii = =3, Bij + Bs,i <0 with Bs; > 0 if shunt capacitance.

3 A . .
No significant series capacitance.
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A Closer Look: The Reactive Power Flow Jacobian

@ Under normal operating conditions V; ~ 1 and |6; — ;| = 0, thus

<aQL> N{—Bij ifi € Nz, j € N\ {i}

ovy Zj;ti Bij — 2Bs,i if1 € NL, 7 :]

Capacitive shunts Bs; > 0

Inductive shunts Bs; <0

° g?/s is symmetric, irreducible* ° g?/LL is symmetric, irreducible*
@ Z-mat, weakly diag. dominant @ Z-mat, not weakly diag. dominant!

@ strict d.d. in at least 1 row @ But might still be an M-matrix!

) . . . .
QL s an M-matrix! If g%LL is an M-matrix

BVL
aV; oV, oV; oV;
> >0 g L >0
Q. = 9Q; 20, * 90,

Main Point: Voltage controls reactive power (or reactive power controls voltage!) J
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Other Power Flow-Related Sensitivities

JWSP and F. Bullo, " Distributed Monitoring of Voltage Collapse Sensitivity Indices,” in IEEE Trans. on Smart Grid, 2016.

@ Can also look at other sensitivities coming from the full Jacobian matrix

opr ‘ apr

S | o | @
VL Va
AP A6
9QL | 2@ | 9QL
(AQL) = 90 oV ‘ VG <AVL> .
AQg Q4 Q. 2Q: AVg
90 av, | ave

@ For example: If | as the grid operator adjust the generator voltages, what will the
effect be on voltages at load buses? Just set AP = AQr = 0, and eliminate to

obtain

AVg

ovry, 00

AVy =

QL  9QL (ap)lap

00 VL

0Qr 0QrL (aP)l oP
00

Ve 00 \ 90 Ve

@ Intuitively, raising all generator voltages 1% should raise all load voltages close to
1% as well. So we expect (dVL ) y >0 and Zj (g“%)ﬁ ~ 1 for all 7.

This is the basis for various classical power system monitoring indices. J
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Literature on Power Flow Solvability

JWSP, " A Theory of Solvability for Lossless Power Flow Equations Part II,” in IEEE Trans. on Control of Network Syst., 2018.

Given data: network topology, impedances, generation & loads
Q: J “stable high-voltage” solution? unique? properties? J
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Literature on Power Flow Solvability

JWSP, " A Theory of Solvability for Lossless Power Flow Equations Part II,” in IEEE Trans. on Control of Network Syst., 2018.

Given data: network topology, impedances, generation & loads

Q: J “stable high-voltage” solution? unique? properties?

Many approaches over 45+ years of literature:

[Weedy '67]: Jacobian singularity

[Korsak '72]: Multiple “stable” solutions

[Wu & Kumagai '77, '80, '82]: Fixed-point analysis of existence

[Araposthatis, Sastry & Varaiya, '81]: Jacobian analysis

[Baillieul and Byrnes '82]: Counting # of solutions, Bezout/Morse analysis

[llic '86, '92]: “no-gain” results, nonlinear resistive networks

[Makarov, Hill & Hiskens '00]: Solution insights for general quadratic equations
[Dérfler, Chertkov & Bullo '12]: Existence/uniqueness for lossless P/6 problem
[JWSP, Dérfler & Bullo '15]: Existence/uniqueness for lossless QQ/V problem
[Bolognani & Zampieri '16, Nguyen et al. '17, Wang et al. '17, ...]: Distribution networks
[JWSP '16, '17]: Lossy P/6, coupled power flow conditions

[Delabays, Jafarpour, Bullo '21]: Effect of cycles in P/ problem
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Literature on Power Flow Solvability

JWSP, " A Theory of Solvability for Lossless Power Flow Equations Part II,” in IEEE Trans. on Control of Network Syst., 2018.

Given data: network topology, impedances, generation & loads
Q: 3 “stable high-voltage” solution? unique? properties? J

Many approaches over 45+ years of literature:
Main insight: stiffness vs. loading
© Stiff network + light loading = feasible

@ Weak network + heavy loading = infeasible
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Literature on Power Flow Solvability

JWSP, " A Theory of Solvability for Lossless Power Flow Equations Part II,” in IEEE Trans. on Control of Network Syst., 2018

Given data: network topology, impedances, generation & loads J

Q: 3 “stable high-voltage” solution? unique? properties?

Many approaches over 45+ years of literature:
Main insight: stiffness vs. loading
© Stiff network + light loading = feasible A ; i
@ Weak network + heavy loading = infeasible , s

This intuition can be built upon
into a partial theory of solvability
for lossless systems. We will just

look at a simple example.
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The Two-Bus Power Flow Problem

Simplest model of a perfect generator feeding a voltage-independent
load through a lossless transmission line.

f/s = Vyel® VL =Ve?
| |
O, | "
Slack Bus PQ Bus
Active Power at PQ Bus: — P =VVybsin(d — 0)
Reactive Power at PQ Bus: —Q =0bV?—bVVjcos( —0)

Even the simplest case is a nasty trionometric/quadratic
nonlinear equation! Remarkably, it is analytically solvable. J

31/108



The Two-Bus Power Flow Problem

Vi = Vpel® Vi =veé?

—P = VVybsin(6 o

0 Sln( ) @ | y=jb | o

—Q =bV2—bVV, cos(f) . | |

lack Bus PQ Bus
@ Change Variables
%4 P Q
= — F = — A =
W bV Al
J
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The Two-Bus Power Flow Problem

7, = Vool Gt
—P = VVybsin(0 .
s O N
—Q =bV*" — bV Vycos(0) . | |
lack Bus PQ Bus
© Change Variables
Vv P Q
V= I'=— A =
o bV02 %lb‘/()2
2

@ Square equations, add, and solve quadratic in v

UiZ\/%(l—%ﬂ: 1—(4P2+A))
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The Two-Bus Power Flow Problem

7= Voo P
—P = VVybsin(0 o
o o S
—Q =bV*" — bV Vycos(0) . | |
lack Bus PQ Bus
© Change Variables
V p
A Di=-rs A::1622
Yo oV V5

@ Square equations, add, and solve quadratic in v?

Uiz\/%(1—%i 1—(4P2+A))

© Nec. & Suff. Condition

a’+A<1 |

32/108



The Two-Bus Power Flow Problem

JWSP, " A Theory of Solvability for Lossless Power Flow Equations Part I1,” in IEEE Trans. on Control of Network Syst., 2018.

. v P o)
F:’USIH(—G) U::VO F:W A:W
A = —4v?* + 4v cos(—0) AT? + A <1
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The Two-Bus Power Flow Problem

JWSP, " A Theory of Solvability for Lossless Power Flow Equations Part II,” in IEEE Trans. on Control of Network Syst., 2018.

Vv P Q
I' = vsin(—0 vi=— I'i=— A=-—"“_
A=—4 2(+i (-0) J Yo bYy' V7
= —4u v COS A2 A <1

@ High-voltage solution
vt € [%7 1)

@ Low-voltage solution
/ 1
v_ € [0, ﬁ)
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The Two-Bus Power Flow Problem

JWSP, " A Theory of Solvability for Lossless Power Flow Equations Part II,” in IEEE Trans. on Control of Network Syst., 2018.

I' = vsin(—0)
A = —4v?* + 4v cos(—0)

@ High-voltage solution
vy € [% 1)

© Low-voltage solution
/ 1
v_ € [0, ﬁ)

J U::vo

I .=

M2+ A <1

e
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The Two-Bus Power Flow Problem

JWSP, " A Theory of Solvability for Lossless Power Flow Equations Part II,” in IEEE Trans. on Control of Network Syst., 2018.

1% P o)

I' = vsin(—0 vVi=— [N'i=— A:i=_-_°%_

A=—4 2(+i (-8) J "o bV VG
- U TRvees T2+ A <1

@ High-voltage solution
vy € [% 1)

© Low-voltage solution
/ 1
v_ € [0, ﬁ)

o
<Y

v_ vy

Angle: sin(ny) =T'/v4
© Small-angle solution
—0_€[0,7/4)
@ Large-angle solution
-0, €10,7/2)
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The Two-Bus Power Flow Problem

JWSP, " A Theory of Solvability for Lossless Power Flow Equations Part II,” in IEEE Trans. on Control of Network Syst., 2018.

1% P o)

I' = vsin(—0 vVi=— [N'i=— A:i=_-_°%_

A=—4 2(+i (-8) J "o bV VG
- U TRvees T2+ A <1

@ High-voltage solution
vy € [% 1)

© Low-voltage solution
/ 1
v_ € [0, ﬁ)

o
<Y

Angle: sin(ny) =T'/v4
© Small-angle solution
—0_€[0,7/4)
@ Large-angle solution
-0, €10,7/2)
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Summary and Open Questions

Summary:
@ ACPF (roughly) determines the grid operating point

@ Solved numerically using Newton's method

“Usually” one unique high-voltage small-angle solution

@ Jacobian matrix provides insights into static grid behaviour

Open Problems:
@ Incomplete theory of ACPF solution space
@ Incomplete matrix theory of ACPF Jacobian

@ Implications of theory for behaviour of numerical methods

Lack of provably robust high-performance numerical algorithms
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Exercise: Solve ACPF in MATPOWER

@ Download MATPOWER v7.1 https://matpower.org/download/

@ Run install_matpower.m; choose option 2

useful acronyms
%load the 9-bus test case

%$run power flow and print summary
$run power flow and store results

define_constants;

mpc = loadcase('case9'");
runpf (mpc)

results = runpf (mpc);
plot (results.bus(:,BUS_I), results.bus(:,VM));

[ I N O N N

6

=)
—

©,

o
Exercise: Modify the case9
file to answer the following
security analysis question: if
the line (4,9) is tripped, will
Vo remain above 0.95 p.u.?
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https://matpower.org/download/

From Power Flow to Dispatch and OPF

In the ACPF problem, generator powers and voltages are givens

@ In reality, given the installed generation, operators must decide
(i) which generators will be used (unit commitment)
(ii) the power and voltage set-points for those generators (dispatch)

@ These problems could be considered for a single block of time, or could be
multi-period with inter-period constraints taken into account over a rolling horizon

@ For example: unit commitment is solved roughly 24 hours in advance, while
dispatch is recomputed every 5 to 15 minutes.

@ Once set-points are computed, they are sent as feedforward commands to the

generation units, and local controllers are responsible for ensuring tracking

We won't focus heavily here on optimization, but getting a sense for dispatch is
important, so we will consider some of the simplest instances. We consider the
centralized dispatch case; market mechanisms discussed by other speakers.
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Classical Economic Dispatch

Figure: U.S. Energy Information Administration, based on Energy Velocity.

Electric transmission crosses North American borders.
f Y £

Goal: Find the cheapest selection
of generation such that power
flows through the network to

satisfy the load.

Transmission voltage class
[ 230-287kV
I 345kY
B 500k
I 735k
B OC line eiad

@ There are some potential challenges in achieving this:

(i) The network is described by AC power flow, which is hard.
(ii) We may encounter various operational limits (voltage, current, power, ...)
(iii) We don't actually know the load

@ The simplest possible way to proceed is to

(i) Ignore the network; assume everything is lumped (the “copper plate” grid)
(ii) Ignore the limits
(iii) Use our best guess of what the load will be
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Classical Economic Dispatch

@ Assign to each generator i € Ng a cost C; : R>0 — R>o; for simplicity here,
assume this is convex and twice continuously differentiable

@ The classical E.D. problem, ignoring limits, is

mini‘rrtlize Ci(PZ-set) subject to Z P = Poaa
{Pf' ¥ iENgG iENG

@ Analysis is via Lagrange duality. Introduce the Lagrangian function

,C(Pset7 )\) — Zie_/\/c CZ(P:e':) -\ (Zie_/\/c PiSEt _ Hoad) 5 A E Ry

@ Optimal points are characterized by the KKT conditions

_ set dC’L sety

dc;

@ The second condition says that for optimality, the individual marginal cost Ipeet

should be equal for all generators!
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Classical Economic Dispatch

Solving, we find that

dci \ ™ e _ (G \7T
Pioad = Z <deS°t> ()‘)’ Pi f= (dPsct) (A)

i€ENg

rice determines dispatch
demand-supply matching P P

@ ) can also be interpreted as a system-wide marginal cost

o If C(P*") =S, Ci(P5Y), then

iENG
Pict) dC; dpPget dpset
L= A—"—— =\
dljload Z dPiset djjload E; dljload
g G

@ Extensions: generator limits, power losses, less restrictive cost functions, etc.
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Optimal Power Flow

@ Optimal Power Flow (OPF) extends E.D. by including the network, e.g.,

min_imvize ZiENG Ci(P) + éz(Qz)

subjectto P, =Y V;V;Bysin(6; — 0;) ieNLUNG,
J

Qi:—Z_ViVjBijcos(é)iij) 1 ENL UNG»
J

Vi <Y < Ve ieNLUNg,
S < |P; +jQi| < S i€Ng,
S < |picss + Jgins| < ST (i,§) €&,

@ An inherently non-convex optimization problem
@ Extensions: lossess, binary decisions, multi-period, ...

@ Convex relaxations: DC OPF, SOCP, SDP/moment hierarchy, ...

@ Uncertainty management: robust versions, stochastic versions, ...
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DC Optimal Power Flow

@ In practice, most (but not all) transmission grid operators clear their markets using
an approximate OPF model based on the DC Power Flow

minimize Ci(P;
{Pitieng z:ieN’G (F)
subject to — plord = Z B;; (0
P‘lllll’] < Pl < P}'nax
p]’Illl’l < ‘B»LJ (9 _ 9 )‘ < pmax
@ This is often a linear program; can be solved very quickly. Operators
(i) Solve the DC OPF to obtain generation profile
(ii) Plug generation into ACPF and solve to verify constraint satisfaction

(possibly with outer loops to adjust generator voltage setpoints, etc.)
(iii) Adjust DC OPF constraints and repeat as necessary

@ This is does not have much theoretical sex-appeal, but it definitely “works”.
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Why Does Power Systems Optimization “Work”?

@ ACPF, Economic Dispatch, OPF are based on many assumptions, such as
(i) the grid operates in balanced synchronous steady-state
(i) generators will do what you want them to
(i) you accurately know grid parameters, load forecasts, ...

@ By itself, is a recipe for “garbage in, garbage out”!

@ In reality
(i) a variety of feedback mechanisms maintain grid stability
(i) local feedback controllers make generators follow commands
(iii) system-level feedback controllers correct for OPF’s mistakes

Power system optimization is effective because it sits on top of an elaborate
set of control mechanisms based on (1) traditional control engineering
principles, and (2) deep insight into component and grid behaviour.
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Overview of Power System Stability
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Classification of Bulk Power System Stability (2004)

IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 19, NO. 2, MAY 2004

Definition and Classification
of Power System Stability

IEEE/CIGRE Joint Task Force on Stability Terms and Definitions

1387

Prabha Kundur (Canada, Convener), John Paserba (USA, Secretary), Venkat Ajjarapu (USA), Géran Andersson
(Switzerland), Anjan Bose (USA) , Claudio Canizares (Canada), Nikos Hatziargyriou (Greece), David Hill
(Australia), Alex Stankovic (USA), Carson Taylor (USA), Thierry Van Cutsem (Belgium), and Vijay Vittal (USA)

Power System

Stability
Rotor Angle Frequency Voltage
Stability Stability Stability

!—‘—\

Small-Disturbance
Angle Stability

Transient
Stability

Short Term

1

Large-
Disturbance
Voltage Stability

Small-
Disturbance
Voltage Stability

Short Term I | Long Term |
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Classification of Bulk Power System Stability (2021)

IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 36, NO. 4, JULY 2021 21

Definition and Classification of Power System
Stability — Revisited & Extended

Nikos Hatziargyriou ", Fellow, IEEE, Jovica Milanovic **, Fellow, IEEE,
Claudia Rahmann ““, Senior Member, IEEE, Venkataramana Ajjarapu, Fellow, IEEE,
Claudio Canizares **, Fellow, IEEE, Istvan Erlich ™, Senior Member, IEEE, David Hill, Fellow, IEEE,
Ian Hiskens *“, Fellow, IEEE, Innocent Kamwa *, Fellow, IEEE, Bikash Pal *”, Fellow, IEEE,
Pouyan Pourbeik ““, Fellow, IEEE, Juan Sanchez-Gasca, Fellow, IEEE, Aleksandar Stankovic **, Fellow, IEEE,
Thierry Van Cutsem , Fellow, IEEE, Vijay Vittal “*, Fellow, IEEE, and Costas Vournas *, Fellow, IEEE

Power system stability
l | [ |

o Converter- Rotor angle Voltage Frequency
’ e ‘ driven stability stability stability stability
) ) Fast Slow Small- Large- Small-
| e ‘ e ‘ inlemction| |imemcljon — I disturbance distm'banc.e‘ disturbance
[storttem | [Longtem | [ shorttem | [ Long term |
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Transient Stability

Constrained Swing Dynamics

éizwi
o {M‘w' — D+ = Y ViV Bysin(8, 6
Wi = ) 9 j AV A ¥} e J

Load : {
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Transient Stability

Constrained Swing Dynamics

éizwi
Gen : {M‘w' — _Diw:i+ P, — Z ViV;B;jsin(0; — 6;)
Wi = ) 9 j AV A ¥} e J

0="F — E iV;Bijsin(0; — 0;
. ; ViV;Bj sin(0; — 6;)
Load : o0
0=0Q;: E ViV;Bij i —0;
Qi+ VY 5 cos( ;)
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Transient Stability

Constrained Swing Dynamics

0; = w;
G\ Miss = —Dywos + Py — 3" ViV;Bysin(6; - 0)
W — 1w 7 ; ANt Y] ? J
0= Pi — Z . VZ‘/]B” sin(Gi — QJ)
Load : J

0= QZ aF Zj %V}Bm COS(Qi — 93)

4

Challenge: Characterize equilibria, stability, basin of attraction
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Transient Stability

Constrained Swing Dynamics

. Direct Methods for

L — s Stability Analysis of
6” Wi Electric Power
Systems

Gen :
w; = —Dw; + P, — V,V:B;:sin(0; — 0;
M;w w E ViV j sin( )

HSIAD-DONG
CHIANG

0= PZ — Zj VZ‘/]BZ] sin(&i — GJ)
0= Qz aF Zj V;‘/]BU COS(QZ' — 9])

Load :

Challenge: Characterize equilibria, stability, basin of attraction

Approaches: Energy functions, nearest unstable eq. point, S.0.S., ...
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Transient Stability

Constrained Swing Dynamics

. Direct Methods for

L — s Stability Analysis of
0’ Wi Electric Power
Systems

Gen :
w; = —Dw; + P, — V,V:B;:sin(0; — 0;
M;w w E ViV j sin( )

HSIAD-DONG
CHIANG

0= PZ — Zj VZ‘/]BZ] sin(&i — GJ)
0= Qz aF Zj ‘/ZV]B’L] COS(QZ' — 9])

Load :

Challenge: Characterize equilibria, stability, basin of attraction

Approaches: Energy functions, nearest unstable eq. point, S.0.S., ...

{Equilibria} = {Power Flow Solutions} J
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Voltage Instability

@ Complex instability involving multiple components and time-scales

@ 2004 blackout in Greece (Figure from Van Cutsem)
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——Pallini Ag. Act K oundouros Lawvrio
150 B150 150 1 150
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]
———
~ N e
R = — 1 ]
e~ i\
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T Ry
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Power System Frequency Control
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The Power System Control Zoo

Figure: J. Chow and J.J. Sanchez-Gasca. Power System Modeling, Computation, and Control

Purpose of control is to main

. Lightning propagation
power quality

Switching surges

Stator transients and

Subsynchronous resonance:
I

o
@ power security
o

efficiency of operation

‘Governor and load
Types of control [P

Boiler and long-
‘Term dynamics

Transients stability

Power system dynamics

@ component-level loop designs —
g Digital relaying (kHz)
@ frequency / voltage control = ! phasor meesm et | o
2 | (3060Hz  SCADA (2-5sec)
@ wide-area damping control ! ! ' RT and day-ahead forecast
2 i T
@ HVDC control § Belag °"°rf"""s' 8PS wtomatic control (VR PSS, wibine valves)
g | | SE, CA, RTM dispatch <> |
@ economic dispatch / OPF 8 | B A
. 1076 0+ 102 1 102 10* 10°
@ energy and service markets T
. ) Microsecond  Millisecond Second Minute  Hour Day
@ unit commitment
Time-scale separation the essential idea for managing complexity. )
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Key General Ideas in Power Systems Control

@ The control architecture is hierarchical, meaning the control loops are nested.
@ Higher-level controllers provide commands to lower-level controllers

@ Lower-level control loops are faster than higher-level control loops; this allows
higher-level loops to be designed based on equilibrium models of lower-level
control loops (i.e., minor loop design, or singular perturbation theory)

@ These control loops may be
@ Local: local measurement and actuation, no communication
@ Wide-Area: coordinated control using geographically dispersed measurements

© Centralized: communication to, and calculations performed at, one point

@ Distributed: communication and computation dispersed

@ Frequency control is an ancillary service, and is provisioned through a market.

@ Voltage control has poor stand-alone economics, and is instead tacked on as

requirements in generation contracts.
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Frequency Control in Bulk Interconnected Power Systems

Figure: F. Dorfler

f restoration time

inertial primary control
response inter-area
frequency nadir oscillations

\ ROCOF (max rate of change of frequency)

Three stages of frequency control:

o

2]
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Frequency Control in Bulk Interconnected Power Systems

Figure: F. Dorfler

f restoration time

inertial primary control
response inter-area
frequency nadir oscillations

\ ROCOF (max rate of change of frequency)

Three stages of frequency control:

@ Inertial response: fast response of rotating machines
Time scale: immediate/seconds

2]

o
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Frequency Control in Bulk Interconnected Power Systems

Figure: F. Dorfler

f restoration time

%

inertial
response

primary control

inter-area

frequency nadir oscillations

\ ROCOF (max rate of change of frequency)

Three stages of frequency control:

@ Inertial response: fast response of rotating machines

Time scale: immediate/seconds

@ Primary control: turbine-governor control for stabilization
Time scale: seconds

o
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Frequency Control in Bulk Interconnected Power Systems

Figure: F. Dorfler

f restoration time

%

inertial
response

primary control

inter-area

frequency nadir oscillations

\ ROCOF (max rate of change of frequency)

Three stages of frequency control:

@ Inertial response: fast response of rotating machines

Time scale: immediate/seconds

@ Primary control: turbine-governor control for stabilization
Time scale: seconds

© Automatic Generation Control (AGC): multi-area control which
eliminates generation-load mismatch within each area

Time scale: minutes
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Fundamentals of Frequency Control

@ Let's return to the linearized generator model from Prof. Schiffer's lecture

d 1
wt = og (Bl = AR @_l_l_j

@ Lossless transmission: electrical power change AP, must equal load change AP,
@ Model APy, as constant + frequency-dependent, i.e., AP, = Ad+ DAf
@ If the mechanical power provided is constant, then AP, = 0, and

TAS = —5gAf oAl = Ad(s) ~ 2Hs+1

-100 - -

Af (mHz)

10 20 30 40 50 60 70 80 90 100
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Fundamentals of Frequency Control

Figure: G. Andersson, C. A. Bel, C. Cafiizares. Frequency and Voltage Control
@ We need to control the resulting frequency deviation, so we will use feedback.

@ Must increase mechanical power APy,

TAf = 55 (AP — AR) : :
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Turbines

Figure: J. Chow and J.J. Sanchez-Gasca. Power System Modeling, Computation, and Control
@ Traditional fossil fuel-fired or nuclear plants boil water to produce steam which
drives a steam turbine, and this provides torque to the generator.

@ Steam turbines typically have multiple stages to increase efficiency

(a) Non-

-
reheat Lom
boiler

Shaft
HP - high pressure ~ 30%
. LP - low pressure ~ 70%
To boiler CV - control valve
(b) Single-
reheat  Steam
Tom
boiler cv

IP - intermediate pressure
IV - intercept valve

HP

bq Shaft

Figure 12.1 Steam turbine configurations: (a) a non-reheat unit and (b) a single-reheat unit.

To boiler

@ Turbines for hydro-electric facilities and gas generators have different models
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Simplest Steam Turbine Model

Figure: J. Chow and J.J. Sanchez-Gasca. Power System Modeling, Computation, and Control

m
Main steam TCH = 035
Ppressure PT - T 5 0
i RH — 9.Us
G
Control valve%. [ e [Ty e e e Tco = 0.5s
Pposition &
Inlet steam chest  Reheater - —
exl-fu”ynpen Crossover FHP == 03
0- bypass —
Figure 12.4 Block diagram of a reheat steam turbine. Fip = 0.3
Fip =04
@ An approximate model is therefore
APm(S) - FupTrus +1
AG(S) Trus + 1
ink of the turbine as your uator, an e actuator is, well ... kinda slow.
@ Think of the turb actuato d th tuat Il kinda sl
@ For typical parameters, this is a lag-type filter; the (stable) zero at s = —ﬁ

can have a major impact on the dynamics.
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Primary Control (Speed Governor)

We now adjust the control valve position based on frequency deviation feedback

The simplest local control loop, called primary control, is just proportional
frequency deviation feedback

AG = —%Af, R = “droop”

@ Typically R = 0.05 in p.u. Smaller R means larger feedback gain.

0

10 i
= a0l B .
E Note: ROCOF, Nadir,
370 i steady-state all are

Aor — R =005y important.

—R =003
-OUU l‘U ‘2‘0 3‘0 -'1‘0 Sb G‘U 7‘0 8‘0 Qb 100
Time (s)

@ Note the initial slope of decline is independent of R, depends only on H!
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Frequency Excursion in WECC after Generator Trip

Figure: NERC Balancing and Frequency Control

Hz Typical Western Interconnection Frequency Excursion

(T-5 to T+60)
60.02
A
60 ‘\
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B
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N \ W
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Frequency Excursion in El after Generator Trip

2020/04/23 15:01:00(UTC) ENS-point median filter)

69.958- + + $
59.956. + 4 s {
o o mUNIVERSITYof
69.952: ' 4
59.950 1 T
59,948 T T+ KNOXVILLE
69.946- g 2e i +

3 Py ) s s E) E3 & k3 E3

@ 2 8 2 £ & g 8 4 g

§ : : : : § 3 : § @

Time (UTC)
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Supply-Demand Balance . .. Literally

Figure: E. Mallada

; ~ UM
gen. inertia
M

—Dw
freq. dep. loads

59/108



Supply-Demand Balance . .. Literally

Figure: E. Mallada
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Supply-Demand Balance . .. Literally

Figure: E. Mallada
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Steady-State Analysis: Frequency Deviation
@ From our simple dynamic model so far, the sensitivity function is

Af(s) _ (s) = Truas +1
Ad(s) o - (QHS + D) (TRHS —+ 1) —+ %(FHPTRHS —+ 1)

It's second-order, so this particular model is closed-loop stable for all values of
parameters; this is definitely not true in general.

@ If Ad is a step load change, then the final value theorem gives that

A ss :S O Ad Adss - Adss
f © D+R B

The quantity 8 =D + % is known as the frequency response characteristic of the
system, and has units of p.u. power / p.u. frequency.

A “stiff” system has a large 3, and its frequency is insensitive to load changes.

The droop gain R primarily determines the steady-state frequency
deviation after a disturbance. (Duh, it's the proportional gain). J
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Governor Deadband

@ The purpose of primary control is to maintain the grid frequency within a
(ENTSO-E/NSERC prescribed) operating band.

@ However, there are constant small load variations in the system which cause the
frequency to bounce around. Implementation of the feedback with deadzone

AG = —%deadzone(Af), e.g., £ 36 mHz

stops the governor from chasing small deviations

0

-20 -

N
T 40| 4
g
S 60| 4
<

-80 — Without DZ H

— With DZ
-100 I I I I I I I I
0 10 20 30 40 50 60 70 80 90 100

Time (s)
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Comments on Turbine-Governor Models

@ The previous steam turbine + governor model is known as TGOV1

@ There are several more accurate models available, e.g., IEEEG1

IEEEG1

speed

Pm(LP)

@ Note: Deadband and saturation elements within these models

@ See IEEE PES-TRI1: Dynamic Models for Turbine-Governors in Power System

Studies for much, much more.
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The Case of Multiple Generators: Frequency Deviation

Figure: P. Kundur Power System Stability and Control

@ Let's now consider a system where there are multiple generators feeding a load

@ lIgnoring interactions temporarily, the generators will be coherent, and can be
modelled as an equivalent inertia driven by the sum of all mechanical powers

APml

g 1
A{sz =% Meqs +D - AfZAO)r
AP, AP,

Figure 11.16 System equivalent for LFC analysis

@ The effect of all generators will combine, yielding a steady-state response

1 1

Afss = *—Adss, ch =
ZiGNG Ril +D

1
ZiENG R;

More proportional feedback leads to tighter frequency control. Duh. )
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Basic Dynamics of Two-Generator System

@ Let's now look in a bit more detail at the dynamics of two generators with governors

@ The individual dynamics of each generator i € {1,2} are
Ab; = fo - Afi
2HiAfi = APu, — AP i — (DiAfi + Ady)

TiAPy; = —APy ;i — Afi+ FTAf)

1
&

@ Lossless interconnection with susceptance —B, we use the DCPF:

APeJ*)z = —AP6,2H1 ~ B(Ael — A(gz)

@ Let's see how this responds to disturbances
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Simulation: Two ldentical Generators

@ Ad; =0.01 p.u. at t =0, then Adz = 0.01 p.u. at t = 30s

@ strong coupling B = 0.2 p.u.

204

50 | _Afl 8
— A%

10 20 30 40 50 60 70
Time (s)

@ Frequency drops faster near the disturbance

@ Electromechanical oscillations occur during the transient period; the two inertias
are oscillating against one another, mediated by the electrical power transfer

@ Synchronization of frequencies after the transient
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Simulation: Two ldentical Generators

0.012

0.01 | |
—
5 0.008 B
=Y
= 0.006 |- g
4 0.004 - g
0.002 APyl
— APy,
0 | | | | | ;
0 10 20 30 40 50 60 70

Time (s)

@ Power ramps up first near the disturbance
@ Other generator helps out shortly thereafter
@ Why doesn’t generated power match total disturbance of 0.02 p.u.?

@ How is the power allocation between generators determined?

This model can be used to analytically study some interesting cases, e.g., (i)
strongly coupled generators, (ii) weakly coupled generators, (iii) one very
small inertia, one very large inertia, ...
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Steady-State Analysis: Power Sharing

@ For each generator, our turbine-governor model is

i F;T;s+1

AP iss(s) = = =07y

Afi

@ After a disturbance, in steady-state it therefore holds that

1 1

1
A-Pm,i,ss = _7Afss - 5 = 1 =~
R; R; ZkENG %k + D

Adss

~ B
NZ ol
keENg “ 'k
N————

A

L,

@ Supply = Demand: Y7, APy iss = Y, ¢ilAdss = Adss(3, i) = Adss

Adss

@ The generators share the load proportionally with their (inverse) droop gains

APm,i,ss _ le
AP)m,j,ss RJ_I
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Multi-Machine Generalization of Previous Model

@ We can generalize to an arbitrary network, and add a generator set-point change

Ab; = fo- Af;

2HiAfi = APui — > APeiy; — (DiAfi + Ady)
j

TiAPm,i = —APn; — Ri(Afz + FiTiAfi) + AP
APe,i*,j = b»;j (AGZ — AQJ)

@ When vectorized (F; = 0 for simplicity), the model becomes

+I 0 0][ A6 0 I 0][Ae 0
0 2H 0| | Af -L -D I Af | +| Ad
0 0 T| AP, 0 R' —I| |AP, APt

Exercise: Prove the steady-state relationship

Afe=

1 T set T 1
=1-(1"APY —1"Ad.) where =D+ > —

iENG Rl
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Critical Examination of Primary Control Response

0

-10

-20

30+

Af (mHz)

40}

50

-60
0

0.012

0.01
3 0.008
5;' 0.006
5 0.004

0.002

0

0

Primary control is

purely local
proportional
feedback; measure
local frequency, adjust
local power

production

@ Problem #1: We have steady-state error in frequency (Why? Do we care?)

@ Problem #2: The response is global; all generators will respond to all disturbances,

according to their droop gains. Why? Is this good or bad? Do we care?

A change in load “will be taken care of, but it may be taken care of by any of the governor-regulated machines then in operation

on the system. Therein lies the nub of the load control problem.” — N. Cohn, Power Flow Control — Basic Concepts for

Interconnected Systems, 1950.
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Secondary Frequency Control

@ If you have steady-state error in a controlled variable in response to a constant
disturbance/model error, then you use integral control to remove the error

@ At the simplest and most naive level, secondary frequency control just means
“add an integral control loop”

@ However, | claim there are a lot of questions without immediate answers!

@ Should this be a local control? a wide-area control?

@ If it's wide-area, should the implementation be distributed? centralized?
© Should the resulting response be global, local, somewhere inbetween?
@ What model information can we rely on for tuning?

© How much should each generator participate in this process?

@ s frequency all that matters?

Our goal is now to pick this problem apart. J
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Fundamentals of Integral Control

ld Assume P stable,
> P(s) —»O—y_> P(0) # 0. What are the

basic facts and tuning

principles?

The Integral Control Dichotomy: Either
(a) the closed-loop is BIBO stable and lim; o e(t) = 0, or
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Fundamentals of Integral Control

N
> P(s) Y

—

The Integral Control Dichotomy: Either
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Fundamentals of Integral Control

4.};,
Y
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The Integral Control Dichotomy: Either
(a) the closed-loop is BIBO stable and lim; o e(t) = 0, or

(b) the closed-loop is unstable.

Assume P stable,
P(0) # 0. What are the
basic facts and tuning

principles?
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Integral Control and Model Uncertainty

ld Assume P stable,
r ¢ k u P(s) _>O_y_> P(0) # 0. What are the

basic facts and tuning

Y

principles?

@ Integral control forces e to zero; there is no other option (robust)

@ Integral control tends to destabilize stable plants
(i) 90 degrees of phase lag

(i1) infinite gain at low frequencies

@ Except for special circumstances (e.g., passive systems), there is a maximum gain
k*(P) above which the loop is unstable

@ Problem: k*(P) depends strongly on ...well ... P. If you don't know P very well,
you need to be conservative and use low integral gains
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An Aside on Power System Model Uncertainty

But certainly operators know their own grid models ... right? )

@ Well, they certainly build high-fidelity dynamic models, but mostly for running
security studies. These generally are not used for frequency control design.

@ Challenges in actually maintaining accurate dynamic models for control are
(i) Time-variation from unit commitment, dispatch, seasonality, ...
(i) Proliferation of black-box IBRs
(iii) Lack of governor response and turbine-governor data
)

(iv) Generally poor dynamic load models

@ Two observations (draw your own conclusions):
(i) Balancing areas under NERC simply estimate 3 as 1% of peak load ...
(ii) secondary control time constants on the order of 60s-100s (low gain)

@ From a model-based design standpoint, this is all disappointing. From a data-driven

design standpoint, there are huge opportunities for improvement
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Low-Gain Integral Control of LTI Systems

Pa(s)

e P, Py = LTI
y exp. stable

@ d,r = constant
n
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> C(s) > P(s) >
@ d,r = constant
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Multivariable Tuning Regulators:
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Low-Gain Integral Control of LTI Systems

N Pa(s)
e P, Py = LTI
ro e u y exp. stable

> sKi > P(s) >
T @ d,r = constant
n

(58 TRANSACTIONS O AUTOMATIC CONTROL, V0L AG-21, N0, 1, FEBRUARY 1976

Multivariable Tuning Regulators:
The Feedforward and Robust Control
of a General Servomechanism Problem

EDWARD J. DAVISON, MEMBER, IEEE

_ Je* > 0 s.t. Ve € (0,&%)
—P(0)K Hurwitz <=
C.L.S. exp. stable & e(t) — 0
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Low-Gain Integral Control of LTI Systems

N Pa(s)
e P, Py = LTI
ro e u y exp. stable

> 5K§ > P(s) >
T @ d,r = constant
n

(58 TRANSACTIONS O AUTOMATIC CONTROL, V0L AG-21, N0, 1, FEBRUARY 1976

Multivariable Tuning Regulators:
The Feedforward and Robust Control
of a General Servomechanism Problem

EDWARD J. DAVISON, MEMBER, IEEE

_ Je* > 0 s.t. Ve € (0,&%)
—P(0)K Hurwitz <=
C.L.S. exp. stable & e(t) — 0

Only required model information is the DC gain!
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Key Theoretical Insights into Secondary Frequency Control

AP AP

Af., = %nTAPz? - %nmdss o P(0) = 1117 J

o Af..€Im(l,) = if you reach steady-state, you synchronize.

° 1TAPYE =3, AP, = only sum of power set-points impacts steady-state

,S8

@ rank(P(0)) =1 = there does not exist K such that —P(0)K is Hurwitz.

The last point says you are not allowed to individually integrate different
frequency measurements and feed them back, it's always unstable. J
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Centralized Secondary Control in Isolated Systems

APt AP5

'
:
:

\

'
'
'

\J

@ We only get to use one integrator, so let's integrate A fave = %(Afl + Afa)

@ Centralized control: Send A f1, Af2 to a central controller, average and integrate

AP = aan

TN = _ﬂAfa g .
Ve AP = aan
@ a1,z > 0 are called participation factors, a1 + az = 1

@ Note: By Davison's theory ...

~P(OK=-4[1 1]} {1 1} : {0‘1} =-1<0 (Hurwitz!)

so loop is stable for large T
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Centralized Secondary Control in Isolated Systems

@ Ad; = 0.02 disturbance, a; = 0.5, as = 0.5, 7 = 80s

0—

101

201

=30+

Af (mHz)

A0t

50 F _Afl,
—Af

-60

.
0 50 100 150 200 250 300 350 400
Time (s)

0.012

0.01+

B 0.008 - 8

=}
= 0.006 |
< 0.004
0.002 | APn|]
— APy
n

. \ . .
0 50 100 150 200 250 300 350 400
Time (s)
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Participation Factors from Economic Dispatch

@ Recall: generation set-points are scheduled via economic dispatch

minimize Ci(P*)  subject to Z P = Poad
i€ENG iENg

with stationarity conditions

dC; -t se dC; -
Pioad = Z <W> ), Pt = (W) (M)

i€ENg

rice determines dispatch
demand-supply matching P P

@ If Pioaa changes a bit, then

. 1
Apload ~ Z 7 APibet ~ ﬁA)\
ZENG CZ
and so )
AP~ AR
i load
Ykene T
_,_/
Lq;

78/108



Distributed Secondary Control in Isolated Systems

J. W. Simpson-Porco, " On Stability of Distributed-Averaging Proportional-Integral Frequency Control” in IEEE L-CSS, 2021.

@ You can also implement single-area secondary control in a distributed fashion,

where each generator has a controller, and the controllers communicate in a

peer-to-peer manner
@ Key idea is to combine integral action and distributed averaging

T = —BAf1 — k(m — n2), AP = aim
—BAfa — k(n2 —m), AP = asne

Tﬁz
@ Doesn’t this violate the “only one integrator” rule. Nope! Let

n+n2 N —1n2
= — o=
n 2 2

leading to

rii = —fAfw  TH= k- S(Afi - AR)

so we are actually only integrating A fayg!

@ s this stable? We can't directly apply Davison's result, because it's not pure

integral control anymore.
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Distributed Secondary Control in Isolated Systems

J. W. Simpson-Porco, " On Stability of Distributed-Averaging Proportional-Integral Frequency Control,” in IEEE L-CSS, 2021.

@ Let's again use time-scale separation. If 7 is very large, the controller is very slow,
so the grid+primary control will settle into a quasi steady-state:
1
(AP + AP — B(Adl — Ady)

- %(Adl ~ Ady)

(n+ (a1 —a2)d) — %(Adl + Ads)

Afavg = Afss =

(c1m + aane)

D~ D

@ Substituting, we have the slow time-scale dynamics

™ =—-n— (01 — a2)d — (Ady + Ady), 6= —ké

which is a cascade of two linear systems, and thus stable.

We again conclude that if the integral time constant 7 is sufficiently large,
the distributed controller will robustly regulate frequency as desired. J
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Centralized vs. Distributed Secondary Control

Can be extended to nonlinear grid models and can include power set-point limits

@ Centralized control

TN = _BAfavg
Apzset = a;n Ao Y
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Centralized vs. Distributed Secondary Control

Can be extended to nonlinear grid models and can include power set-point limits

@ Centralized control

TN = _BAfavg
AP = qun

@ Distributed control

T = —BAfi — Zaij(m‘ —nj)

APiset = oun;

o"'a*{:gd = th:*ii‘é
o —

S S HO
5 5
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Integral Control of Nonlinear Systems

JWSP, " Analysis and Synthesis of Low-Gain Integral Controllers for Nonlinear Systems,” in IEEE TAC, 2021.

Yes, the previous ideas extend to nonlinear systems. J

Yw

Disturbances/References w u &= flz uw) e
l e = h(z,u,w)
Inputs u & = f(z,u,w) Error e
= h(z,u,w) n
€= U U, k(n) e 1= —ce

Plant is “exponentially stable”

Input-to-output equilibrium mapping & = 7 (4, w) generalizes DC gain P(0)

Small € induces time-scale separation

@ Closed-loop stability ensured under monotonicity or contraction condition on
composed mapping
m(k(n), w)
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From Prof. Schiffer’'s Presentation

Interconnected power systems - Motivation

o Interconnection of power
systems has advantages in

reliability and economy %
o Power support in
emergencies
o Cross-border power
transfers and trading
— Fundamental prerequisite
for international electricity
market

o Two power systems can be
coupled

o Synchronously = AC
connection (e.g., continental

M RG Continental Europe (UCTE)
M RG Nordic

M RG United Kingdom

- R :
R

G Baltic "

Europe) Synchronous grids in Europe, GKimdime

o Asynchronously = DC
connection (e.g., UK)

14/89
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From Prof. Schiffer’'s Presentation . ..

Interconnected power systems - ENTSO-E

o European
Network of
Interconnected ) J ‘ A\: @ Y/ _ A 2 s TransmIS-

network of

sion System
Operators
for
Electricity
(ENTSO-E)

o4
transmission
system
operators

o 34
countries,
450 mio.
e people

Source: ENTSO-E o 1,000 GW

generation

capacity

15/ 89
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From Prof. Schiffer’'s Presentation

Commercial elect. flows, Europe May-July 2014 [GWh]
Netexporter
Netimporter 7
No data —r 46
mHzo
I\
te\ \ ulte %
/|5:o f 860 V
1489|| 5 305 775 \ /
‘W’Tlnso ‘g =
47
E—— <2 T
oed \ “2083 "
1\ ” 203 mo ‘u‘z/ v
78 643
\ g ﬂ"j 22 e
S 2 /’ 1274 woz ”uz ‘T Q:T 5““7"‘” S
592‘\2526' T 755 /v 10 >
e e '\3\3;‘/ B /ﬁ,ﬁﬂg ZM J/ o 331
61 o
m Wiyt e
103 % 739 ‘n//ﬂ, >
,géuz el ‘fg‘im l 1295
821 v 162 \ "ass
N =
2356 \\\‘3
a8 b
Source: ENTSO-E lT'
Source: European Commission, Quarterly Report on European Electricity Markets
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From Prof. Schiffer’'s Presentation . ..

Interconnected power systems - NERC

North American Regional
Reliability Councils
and Interconnections

o North American
Electric Reliability
Corporation
(NERC)

o 8 regional reliability

= ‘ entities

o > 1,000 GW
installed capacity

M NPcC M FRCC I TRE
W RFC M MRO [ WECC
W SERC Ml SPP | AsCC

©Bouchecl

17/ 89
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Balancing Authorities

@ In North America, so-called balancing authorities are the “control areas”.

Balancing
Authority
Areas

As of October 2019

“After transients, you take care of your disturbance, I'll take care of mine” )
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Secondary Control Localizes

Figures: ENTSO-E, S. Dhople

and Rejects Disturbances

@ Primary control causes (i) frequency
to stabilize (ii) power flow from

supporting areas to contingent
area

@ Secondary control rebalances the
system so that disturbance is
compensated locally

@ Tertiary control (e.g., OPF)
re-optimizes all the generation later

to globally minimize cost

=N / =

2 50 / 2

< = <

& JE Sy ; é"
=

E stea = steady %

b4 state = state  Z
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Automatic Generation Control

Rebalancing supply and demand in interconnected systems

@ BA-wise decentralized control
@ Deployed since 1940's

@ Eliminates generation-load

mismatch within each BA

Operates slowly compared to
primary control

Perhaps the first large-scale
distributed control system
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Automatic Generation Control

Rebalancing supply and demand in interconnected systems

{apg

Allocator

A

ACE

BA-wise decentralized control
Deployed since 1940's

Eliminates generation-load
mismatch within each BA

@ Operates slowly compared to
primary control

@ Perhaps the first large-scale
distributed control system

A change in load “will be taken care of, but it may be

taken care of by any of the governor-regulated machines

then in operation on the system. Therein lies the nub of

the load control problem.” — N. Cohn, Power Flow Control

— Basic Concepts for Interconnected Systems, 1950.
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Simple Model for Analysis of AGC

@ Areas k € A= {l,...,N}, generators Gy with set-points AP:S* for i € Gy,
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Simple Model for Analysis of AGC

Areas k € A= {1,..., N}, generators Gy with set-points APSS* for i € Gy,

@ Model each area k € A as coherent; lumped inertia with several turbine/gov’s

2H,Afy, = Z AP ki — Z AP p—j —(DrAfy + Ady)
1€G) JjEA
N—————
Net |nterchangeéAN|k

5 1 se
Tri AP ki = —APm ki — FAfk + AP
ki

Define the area control error with bias b, > 0

ACE, = ANl + bkAfk s xS .A,

local flow error  global imbalance
@ AGC is now simply area-wise decentralized integral control on the ACE:

Integrate error: T = —ACEg, ke A
Dispatch generators: AP = ainp, 1€ Gk

with >~ ag; =1 for each k € A
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Simple Model for Analysis of AGC

@ Assuming stability, for constant inputs (Ady, APE"), at equilibrium we have
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Simple Model for Analysis of AGC

@ Assuming stability, for constant inputs (Ady, APE"), at equilibrium we have
Synchronization: Afi=Afa=---=Afn =Afss
Area Bal : APy ki = DA Ad ANIy, k
rea Balance Ziegk & kA fr + Ady + k cA
Governors: AP yi = AP — R%Q,Afk, ke A
Global Balance: 0= ZkeA ANIy

0 Let AP =3 AP be total set-point change for area k

1€G)
@ Easy algebra to find that

Afss: o <Z Apljet ZAdk> )

ke A ke A

1€gk

ANl = (AP = Ady) = Y = b (AP — Ady), B= > B

v B keA

Let's do a steady-state and a dynamic analysis. )
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Steady-State Analysis of AGC

JWSP and N. Monshizadeh " Diagonal Stability of Systems With ...", IEEE TCONS, 2022.

@ Cohn’s insight was that each area can independently measure the ACE and drive it

to zero, and that this will achieve system-wide rebalancing

Theorem: For any bias constants by > 0
(i) AP = Adj, for all areas k € A iff
(i) Afr =0 and ANl =0 for all areas k € A iff

(iii) ACEy = 0 for all areas k € A.

@ This result was known roughly by 1950
@ Statement (i) is the objective; you want each area to match its disturbance

@ Statement (iii) is how you can do it; you can drive the ACE to zero

@ Does this mean the bias by doesn’t matter? No. More soon.

92/108



Dynamic Analysis of AGC via Time-Scale Separation

JWSP and N. Monshizadeh " Diagonal Stability of Systems With ...", IEEE TCONS, 2022.

@ Substitute steady-state grid quantities into AGC equations

TIM1 B+b1— 1 b1 — p1 b1 — b1 m — Ady
212 L ba — B2 B+ b2 — B2 - 12 — Ads
: : bny_1—BNn-1 :
TNTIN by — BN by — By B+bn —Bn1 v — Ady
or simply

1
™ = —B(n — Ad), B=—Iy+ B(ﬂ —b)1k.
@ Slow time-scale dynamics of AGC governed by simple LTI system

@ B is Hurwitz! It has
(i) N —1 eigenvalues at —1

(ii) one eigenvalue at —1 + 11TV%(,8 -b) = —% <0

@ Even stronger, can prove that B is diagonally stable: there exists
C = diag(ci, ...,cn) such that BTC 4+ CB < 0.
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Automatic Generation Control

@ BA-wise decentralized control

@ Deployed since 1940's

@ Eliminates generation-load
mismatch within each BA

@ Operates slowly compared to
primary control

@ Perhaps the first large-scale
distributed control system

Theorem: For all sufficiently large AGC time constants 7 > 0, closed-loop
system is internally stable and lim;— o, ACEx(t) = 0 for all areas k € A. J

@ Result is independent of bias tunings b, > 0; any biasing works.

@ Consistent with practice; no coordination required for stable tuning

@ Rigorous justification for engineering practice.
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Insights into Dynamic Performance of AGC

JWSP and N. Monshizadeh " Diagonal Stability of Systems With ...", IEEE TCONS, 2022.
@ The previous analysis provides a reduced LTI model of AGC dynamics
. 1
™ =-Bn—-Ad B=—-Iy+ B(ﬂ —b)ly

ACE = B(n — Ad)
@ If bi < fBi the tuning is called underbiased, by, > () is overbiased
(i) Underbiased tunings degrade the stability margin of —B
(i) If 7w =7 > 0, then the sensitivity function is

ACE; (s) Ts 1 TS
ij(s) = = |9 5B =) =
Adj(s) Ts+ 1 B 7‘S+sz b

g
3
2 |
S == bi>p
28 ——hl
—bi < B
10° 10'
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Simulation on Two-Area “Kundur” System

@ A classic system for various power system stability tests

@ Three-phase Simscape Electrical model with high-order machine models,
turbine/governors, exciters, limiters, SVCs, ...

G 7 9
o 5 6 0 1 3 Gs
H || (=
2 4
Gz G4
60.05
~
= 60
B
1)
=
[
£ 59.95
=
=
— T o ATE ----ACE
5()9 L L L T T
0 100 200 300 100 500 600
Time (s)
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Simscape Electrical (SimPowerSystems)

@ My Opinion: Beyond toy models, you should not code your own power system
simulations. People do their whole PhDs building power system simulation software.

@ MATLAB has decent tools for doing simulations on small to medium-sized systems

Bt preat Area1
20e3v
1pu =
= 10.22deq. ==>to Bus B1
. A al a ﬂﬁtﬁ; >
5 ; b, [ —) B 2 0
c07 <ve c b d b 3 3
) I
1 S0O0MVA 2DRMAEET 0km Area 1 T
20kV-230 KV
Bz ear
20e3v Load change
Preft L ;s:g
A al
M1 Turbine &
Regulators  [vret 8 %% b
il Vel
T2 S00MVA
20 k230 KV 09816 |- pvret
1
e
S m
Pref 077922 .. R
—
e
T Viei2
& M2: Turbine &
?; Qg;%% Regulators. ans
9B7MW Ll
2 = Defta w (Kundur) 100MVAR { ~200MVAR
3= DeftaPa -1B7MVAR
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Exercise: AGC in Kundur System

| ‘
HH
Hh
%
b

Ga

Investigate the following questions:

@ How small can the AGC time constants 7 = 7 = 7> be before the closed-loop
system becomes unstable?

@ How does increasing the bias constant bs impact the closed-loop response?

© How does decreasing the bias constant by impact the closed-loop response?
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Why is Frequency Control Slow?

AGC is necessarily slow because

~Ad ANy, . .
N 4 i g N (i) operates over large geographic
o Bal. Area k i regions (delay tolerance)

(ii) designed with zero knowledge of

—kad primary control dynamics
Allocator [ il ACE .
(iii) slow actuators (turbine/governor
systems)

How can the main idea of disturbance estimation be modernized? J

(i) use fast communication / smaller geographic areas
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Why is Frequency Control Slow?

AGC is necessarily slow because

~Ad ANy, . .
N 4 i g N (i) operates over large geographic
o Bal. Area k i regions (delay tolerance)

(ii) designed with zero knowledge of

—kad primary control dynamics
Allocator [ il ACE .
(iii) slow actuators (turbine/governor
systems)

How can the main idea of disturbance estimation be modernized? J

(i) use fast communication / smaller geographic areas

(ii) integrate some crude model information for improved dynamic performance

(iii) use of fast inverter-based resources (IBRs)
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Towards a Rigorous Modernization of AGC

“The advent of modern control
theory in the sixties and early
MODERN POWER seventies did little to change these
SYSTEMS .
CONTROL AND very successful AGC practices.
OPERATION However, it has provided, and will
ANf 5. Debs continue to provide, a more careful
understanding of the entire problem.
By doing so, a possible new
generation AGC may emerge.

Kluwer Academic Publishers

e Acodemic Publsh Such an AGC will have to retain

the simplicity of classical AGC
but with improved overall
performance.”
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Model-Based Fast Frequency Control

E. Ekomwenrenren et al., "Hierarchical Coordinated Fast Frequency Control ...," in IEEE TPWRS, 2021.
» Adk" iAN'k @ IBRs have local droop curve
(AR Afi
»{ IBRs »| Bal. Area k . Afpi
Ji
Ty, i APy = —APy i — 5 ="+A
Ji
5 @ Inverter controls ensure T} ; i
oo Ady [Model-Based erter controls ensure 1 ; IS
ocator .
Estimator small (e.g., 200ms)

set
Pk,i
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Model-Based Fast Frequency Control

E. Ekomwenrenren et al., "Hierarchical Coordinated Fast Frequency Control ...," in IEEE TPWRS, 2021.
Add *AN"‘" @ IBRs have local droop curve
[are Af
“»| IBRs »| Bal. Area k v . Afni set
Ji
TkyiAPkyi = —APk,q,_ R 1 +A-Pk,z
5 @ Inverter controls ensure T} ; i
N Adi [Model-Based erter controls ensure 1 ; IS
ocator Estimator small (e.g., 200ms)

@ Assume simple dynamic model for area dynamics

Ay, = ApAzy + Br(AP* — Ady, + ANIy)

@ Fictitious disturbance model Ady, = 0

@ Extended-state Luenberger observer

|

Ay
Ady,
Afp = CuAdy

0 0

_ [Ak —Bk} [Amk] . |:Bk

Ady,

0

} (APF" + ANI) + Li(Afi — Afi)
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Case Study: Three-LCA System

E. Ekomwenrenren et al., "Hierarchical Coordinated Fast Frequency Control ...,"” in IEEE TPWRS, 2021.

Area 1 controller

Central controller Area 2 controller

AP

= Measurements
«—= IBR communication
‘@~ Controller i
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Scenario: 63 MW Disturbance, Area 2

E. Ekomwenrenren et al., "Hierarchical Coordinated Fast Frequency Control ...,"” in IEEE TPWRS, 2021.
Data Driven
60.05 T T T I I I I
/ Model based [—¢ —a2 G3 ——Gs|
60
) el 10
= 59.95 s
<9
5] Droop control only
Z 599 .
@
il
=
59.85 b
59.8 L L L L L L L L L
5 10 15 20 25 30 35 40 45 50
Time(s)
Area one Area two Area three
100 100 100
80 80 80
_ _ e410 | _
Z 60 Z 60 Z 60
=3 g 12
g 40 g 40 g 40
E E E
= £ 2 =
E E E
-] L0 Data-driven &
a A =]
220 20 —— Model-based 20
-40 -40 40
0 20 40 0 20 40 0 20 40
Time(s) Time(s) Time(s)
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Five-Area IEEE68 Bus Test System

in IEEE TPWRS, 2021.

" Hierarchical Coordinated Fast Frequency Control ... "

E. Ekomwenrenren et al.,

IBR9& 10

G16
©
16—
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Scenario: 450MW Load Change in NYPS Area

E. Ekomwenrenren et al., "Hierarchical Coordinated Fast Frequency Control ...

60.005

60 1y

59.995
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59.98

59.975
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0

/" in IEEE TPWRS, 2021.
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Data driven
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Time(s)
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Conclusions
A narrow and biased look at some grid operation/control basics
o Power flow / dispatch sets the grid operating point
@ Frequency control maintains operating point between redispatch

@ Neglected: Voltage control, stability enhancement, FACTS, ...
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Conclusions
A narrow and biased look at some grid operation/control basics
o Power flow / dispatch sets the grid operating point
@ Frequency control maintains operating point between redispatch

@ Neglected: Voltage control, stability enhancement, FACTS, ...

Opportunities at {control} N{power systems} - --

@ Hierarchical feedback design

o Data-driven and learning-based control w/ guarantees ...

Parting thoughts:

@ Nothing more practical than a good theory
@ Run semi-serious simulations (e.g., in Simscape Electrical)
@ Make a power engineer / power electronics friend
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Questions

g% The Edward S. Rogers Sr. Department
@ | of Electrical & Computer Engineering
X

N UNIVERSITY OF TORONTO

https://www.control.utoronto.ca/~jwsimpson/
jwsimpson@ece.utoronto.ca
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