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Abstract— This paper presents a solution to the rendezvous
control problem for a network of unicycles on the plane. A
smooth, time-invariant control law is presented that drives
the unicycles to a common position from arbitrary initial
conditions. Each unicycle is equipped with an onboard camera
and can measure its relative displacement to its neighbors in
body frame. The feedback is a function only of these onboard
measurements and no global positioning system is required, nor
any information about the unicycles’ orientations.

I. INTRODUCTION

This paper presents a solution to the rendezvous control

problem for a group of kinematic unicycles on the plane. The

objective of the rendezvous control problem is to design the

control inputs for each robot so as to drive the ensemble

to a common position from arbitrary initial conditions. An

important requirement is that the feedback be local and

distributed. In other words, the feedback for each vehicle

should depend only on its relative displacements to its

neighbours measured in the vehicle’s own body frame. In

our formulation, the vehicles do not even have access to their

relative orientation. The solution of the rendezvous problem

proposed in this paper has the property of being local and dis-

tributed, continuously differentiable, and time-independent.

For simplicity of exposition, the proposed solution relies on

the assumption that the sensing graph of the unicycles is

time-invariant, undirected, and connected.

The difficulty in solving the rendezvous control problem

comes from the fact that the unicycles are nonholonomic,

in that their velocity is restricted to be parallel to the

vehicle’s heading direction. To overcome this difficulty, the

solution we present relies on a control structure made of

two nested loops. An outer loop treats the vehicles as fully-

actuated single integrators with a consensus controller as the

velocity input. The desired velocity input computed by the

outer loop becomes a reference signal for the inner loop,

which assigns local and distributed feedbacks that solve the

rendezvous control problem. This methodology is inspired by

our previous work in [1], [2] for rendezvous of rigid bodies

in three dimensions.

Several results exist that solve the rendezvous problem

for a group of unicycle vehicles on the plane, however,

they have drawbacks compared to our solution. In [3], the

authors presented the first smooth, local and distributed

solution to the rendezvous problem. However, the solution
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requires the use of time-varying feedbacks. In [4] the authors

present a solution using a local and distributed, continuously

differentiable, and time-independent feedback like us. How-

ever, this approach cannot be extended to rendezvous with

directed graphs containing a reverse directed spanning tree.

For example, in [5] it is shown that the feedback in [4] drives

the unicycles to a circular formation when the sensing graph

is a directed ring and therefore rendezvous is not achieved.

On the other hand, in a submitted paper [6], we show that

the feedback presented here does in fact solve the rendezvous

problem for any directed sensing graph containing a reverse

directed spanning tree. In [7] both positions and attitudes

of the unicycles are synchronized using a time invariant dis-

tributed control. The graph is time-dependent and the authors

assume an initially connected communication graph. The

controller that is implemented, however, is discontinuous.

In [8] a time-independent, local and distributed controller is

presented. However, the authors make the assumption that

whenever two vehicles get sufficiently close together they

merge into a single vehicle, introducing a discontinuity in

the control function.

II. PRELIMINARIES AND NOTATION

We use interchangeably the notation v = [v1 · · · vn]⊤
or (v1, . . . , vn) for a column vector in R

n. We denote by

1 ∈ R
m the vector (1, . . . , 1). If v, w are vectors in R

2, we

denote by v · w := v⊤w their Euclidean inner product, and

by ‖v‖ := (v · v)1/2 the Euclidean norm of v. If c ∈ R, we

define

c× :=

[

0 − c
c 0

]

.

Let {e1, e2} denote the natural basis of R2, SO(2) := {M ∈
R

2×2 : M−1 = M⊤, det(M) = 1} and let S1 denote the

unit circle. If Γ is a closed subset of a Riemannian manifold

X , and d : X × X → [0,∞) is a distance metric on X , we

denote by ‖χ‖Γ := infψ∈Γ d(χ, ψ) the point-to-set distance

of χ ∈ X to Γ. If ε > 0, we let Bε(Γ) := {χ ∈ X : ‖χ‖Γ <
ε} and by N (Γ) we denote a neighborhood of Γ in X . If

A,B ⊂ X are two sets, denote by A\B the set-theoretic

difference of A and B. If I = {i1, . . . , in} is an index set, the

ordered list of elements (xi1 , . . . , xin) is denoted by (xj)j∈I .

Let U,W be finite-dimensional vector spaces. A function

f : U →W is homogeneous of degree r if, for all λ > 0 and

for all x ∈ V , f(λx) = λrf(x). A function f : U×V →W ,

f(x, y) is homogeneous of degree r with respect to x if for

all λ > 0 and for all (x, y) ∈ U × V , f(λx, y) = λrf(x, y).



The following stability definitions are taken from [9]. Let

Σ : χ̇ = f(χ) be a smooth dynamical system with state space

a Riemannian manifold X . Let φ(t, χ0) denote its local phase

flow. Let Γ ⊂ X be a closed set that is positively invariant

for Σ, i.e., for all χ0 ∈ Γ, φ(t, χ0) ∈ Γ for all t > 0 for

which φ(t, χ0) is defined.

Definition 1: The set Γ is stable for Σ if for any ε > 0,

there exists a neighborhood N (Γ) ⊂ X such that, for all

χ0 ∈ N (Γ), φ(t, χ0) ∈ Bε(Γ), for all t > 0 for which

φ(t, χ0) is defined. The set Γ is attractive for Σ if there

exists neighborhood N (Γ) ⊂ X such that for all χ0 ∈ N (Γ),
limt→∞ ‖φ(t, χ0)‖Γ = 0. The domain of attraction of Γ
is the set {χ0 ∈ X : limt→∞ ‖φ(t, χ0)‖Γ = 0}. The

set Γ is globally attractive for Σ if it is attractive with

domain of attraction X . The set Γ is locally asymptotically

stable (LAS) for Σ if it is stable and attractive. The set Γ
is globally asymptotically stable for Σ if it is stable and

globally attractive. △
III. MODELING AND RENDEZVOUS CONTROL PROBLEM

Let I be the common inertial frame for all robots. We

denote the body frame for robot i by Bi = {bix, biy}. The

unicycle dynamics are given by,

ẋi = uiRie1 (1)

Ṙi = Ri(ωi)
×, i = 1, . . . , n. (2)

The position of the i-th robot is denoted by xi. We define the

relative position between robot i and j as xij := xj − xi.
The attitude is represented by a rotation matrix Ri whose

columns are the coordinate representations of bix and biy in

frame I, so that Ri ∈ SO(2). In this paper we adopt the

convention that if r ∈ R
2 is an inertial vector, the coordinate

representation of r in frame Bi is denoted by ri, that is,

ri := R−1
i r. The quantity uiRie1 is the velocity of robot i

with magnitude ui and direction bix. The angular speed is

denoted ωi. The control inputs are the robot’s speed input ui
and angular speed ωi.

We define the sensor graph G = (V, E), where V is a set

of nodes labelled as {1, . . . , n}, each representing a robot, E
is the set of edges. An edge from node i to node j indicates

that robot i can sense robot j and vice versa (G has no self-

loops). A graph G = (V, E) is connected if for any two nodes

i, j ∈ V there exists a path from i to j.
We denote by Ni ⊂ V the set of neighbors of node i, i.e.,

the vehicles that robot i can sense. In this paper we assume

that Ni is constant for each i ∈ {1, . . . , n} (and hence G is

constant as well). If j ∈ Ni, then we say that robot j is a

neighbour of robot i. If this is the case, then robot i can sense

the relative displacement of robot j in its own body frame,

i.e., the quantity xiij . Define the vector yi := (xij)j∈Ni
. The

relative displacements available to robot i are contained in

the vector yii := (xiij)j∈Ni
. A local and distributed feedback

(ui, ωi) for robot i is a locally Lipschitz function of yii .
We are now ready to define the Rendezvous Control

Problem.

Rendezvous Control Problem: Consider system (1), (2) with

Consensus

Control

Rotational

Control

robot

Sensors

Thrust

Control

Fig. 1. Block diagram of the rendezvous control system for robot i.

undirected and connected sensor graph G, and define the

rendezvous manifold

Γ :=
{

(xi, Ri)i∈{1,...,n} ∈ R
2n × SO(2)n : xij = 0, ∀i, j

}

.
(3)

Find, if possible, local and distributed feedbacks

(ui, ωi)i∈{1,...,n} that globally asymptotically stabilize

Γ. △
IV. SOLUTION OF THE RENDEZVOUS CONTROL

PROBLEM

In this section, we solve the rendezvous control problem

for unicycles. Pick arbitrary real numbers aij = aji > 0,

i = 1, . . . , n, j ∈ Ni, and define the function

fi(yi) :=
∑

j∈Ni

aij‖xij‖xij . (4)

Let the unicycles’ control inputs be defined as,

ui = fi(y
i
i) · e1,

ωi = −k1gi(yii) · e2, i = 1 . . . n,
(5)

where,

gi(yi) :=

√

‖fi(yi)‖
‖fi(yi)‖

fi(yi). (6)

The feedback in (5) achieves rendezvous for the group of

unicycles with an undirected sensing graph as presented in

the next theorem.

Theorem 1: Consider system (1) and (2). Let ui and ωi
be as in (5) with fi(yi) and gi(yi) as in (4) and (6), where

aij = aji > 0, i = 1, . . . , n, j ∈ Ni. Assume that the

graph G = (V, E) representing the communication topology

is undirected and connected. There exists k⋆1 > 0 such that

for any k1 > k⋆1 , feedback (5) solves the rendezvous control

problem.

The proof of Theorem 1 is in Section V. The proposed

control scheme is illustrated in the block diagram of Figure 1.

There are two nested loops. The outer loop treats each robot

as a single-integrator driven by the controller,

ẋi = fi(yi), i = 1, . . . , n. (7)

By Theorem 3 in [10], the set
{

(xi)i∈{1,...,n} ∈ R
2n : xij = 0, i, j = 1, . . . , n

}

is

globally asymptotically stable for (7). The consensus

control fi becomes a reference to the inner thrust and

rotational controller blocks that assign the unicycle control

inputs in (5). The intuition of these control inputs is



Fig. 2. Illustration of the control input ui and reference angular speed ωi

in (5).

illustrated in Figure 2. The speed input ui is the dot product

ui = fi(y
i
i) · e1 = fi(yi) · bix. That is, it is the projection

of the reference fi(yi) onto the heading axis bix of robot

i. The angular speed, on the other hand, is given by the

dot product between the reference gi(yi) and the second

body axis biy . These control inputs drive the robot velocity

uibix approximately to the reference fi. The convergence is

approximate because the control inputs do not depend on

the time derivative of fi. It is the difference in angle between

uibix and fi as opposed to the difference in magnitude that

is important for obtaining rendezvous. In Figure 2, one can

see that ωi = −k1‖gi‖ sin(φi) acts to reduce this angle with

a rate proportional to the magnitude of gi. Since gi(yi) is

homogeneous of degree one with respect to yi, as the robots

approach consensus, ωi converges to zero slower than fi(yi)
which is homogeneous of degree two. This allows ωi to

approximately close the gap between the vectors uibix
and fi even as the robots converge to consensus (i.e., yi
approaches zero for all i).

V. PROOF OF THEOREM 1

The feedback in (5) is local and distributed because it is a

smooth function of yii only. The proof relies on a coordinate

transformation.

A. Coordinate Transformation

Define the average of the vehicle positions, β =
∑n
j=1 xj/n, and the offset of robot i from β, δi = xi − β.

Finally, define the relative offsets δij := δj − δi. One

can consider δi, i = 1, . . . , n as new coordinates for the

translational system. The control input ui in new coordinates

is given by ui =
∑

j∈Ni
aij‖δij‖δij · e1 (analogous for ωi).

This yields the closed loop dynamics,

δ̇i = uiRie1 −
∑n
j=1 ujRje1

n
=: f̂(δi, Ri)i∈{1,...,n}, (8)

Ṙi = Ri(ω
i
i)

× =: ĝ(δi, Ri)i∈{1,...,n} (9)

for i = 1, . . . , n. The vehicles are at rendezvous if and only

if δi = 0 for all i = 1, . . . , n. Denote,

X := (δi)i=1,...,n ∈ X := R
2n,

R := (Ri)i=1,...,n ∈ R := SO(2)n,

the new collective state is (X,R) ∈ X× R. The rendezvous

manifold in new coordinates is the set Γ̂ := {(X,R) ∈ X×
R : X = 0}. We may express the functions fi(yi), gi(yi)
and fi(y

i
i), gi(y

i
i) in terms of (X,R). Accordingly, define

f̂i : X → R
2, ĝi : X → R

2 and f̂ ii : X × SO(2) → R
2,

ĝii : X× SO(2) → R
2 as follows:

f̂i(X) :=
∑

j∈Ni

aij‖δij‖δij = fi(δij)j∈Ni
,

ĝi(X) :=

√

‖f̂i(X)‖
‖f̂i(X)‖

f̂i(X) = gi(δij)j∈Ni
,

f̂ ii (X,Ri) := R−1
i





∑

j∈Ni

aij‖δij‖δij



 = f ii (δ
i
ij)j∈Ni

,

ĝii(X,Ri) :=

√

‖f̂ ii (X,Ri)‖
‖f̂ ii (X,Ri)‖

f̂ ii (X,Ri) = gii(δ
i
ij)j∈Ni

.

(10)

We remark that f̂i and f̂ ii are homogeneous of degree two

with respect to X , and ĝi and ĝii are homogeneous of degree

one with respect to X .

In the new (X,R) coordinates, it needs to be shown that

the set Γ̂ is globally asymptotically stable.

B. Lyapunov function

Consider the function W : X× R → R defined as

W (X,R) = αWtran(X) +Wrot(X,R), (11)

where α > 0 is a design parameter and

Wtran(X) =
√

V (X),

Wrot(X,R) =
n
∑

i=1

ĝii(X,Ri) · e1,
(12)

with V (X) =
∑n
i=1 δ

⊤
i δi. We remark that V (X) is the

Lyapunov function employed in [10] for consensus of single

integrators. V (X) is positive definite in X coordinates. De-

fine the function µ : X\0 → µ(X\0), µ(X) := X/
√

V (X).
Since this function is homogeneous of degree zero with

respect to X , the co-domain µ(X\0) is bounded.

Lemma 1: Consider the continuous function W (X,R)
defined in (11). There exists α⋆ > 0 such that, for all

α > 2α⋆, the following properties hold:

(i) W ≥ 0 and W−1(0) = {(X,R) : X = 0}.

(ii) For all c > 0, the sublevel set Wc := {(X,R) :
W (X,R) ≤ c} is bounded.

The proof is in the appendix. From now on we assume α >
2α⋆.

C. Stability analysis

Next we compute the derivative of W . The next lemma

will be useful to prove our main result.

Lemma 2: For system (8), (9) the time derivatives of

Wtran(X) and Wrot(X,R) in (12) satisfy,

Ẇtran ≤ V (X)

[

−M2 +

n
∑

i=1

M1

∣

∣

∣f̂
i
i (µ(X), Ri) · e2

∣

∣

∣

]

Ẇrot ≤ V (X)

[

−k1
n
∑

i=1

∣

∣ĝii(µ(X), Ri) · e2
∣

∣

2
+M3

]

.



The proof of Lemma 2 is presented in the appendix. From

Lemma 2, the derivative of W satisfies,

Ẇ =αẆtran + Ẇrot

≤V (X)

[

−αM2 + αM1

n
∑

i=1

∣

∣

∣f̂
i
i (µ(X), Ri) · e2

∣

∣

∣

−k1
n
∑

i=1

∣

∣ĝii(µ(X), Ri) · e2
∣

∣

2
+M3

]

.

It will be shown next that there exists k⋆1 such that

choosing k1 > k⋆1 implies Ẇ ≤ 0 with equality if and only

if V (X) = 0. Choosing α > 3M3/M2, we obtain,

Ẇ ≤V (X)

[

−2M3 + αM1

n
∑

i=1

∣

∣

∣f̂
i
i (µ(X), Ri) · e2

∣

∣

∣

−k1
n
∑

i=1

∣

∣ĝii(µ(X), Ri) · e2
∣

∣

2

]

.

(13)

From (10), ĝii(µ(X), Ri) =

√
‖f̂ i

i
(µ(X),Ri)‖

‖f̂ i
i
(µ(X),Ri)‖

f̂ ii (µ(X), Ri).

Plugging this into (13) leads to,

Ẇ ≤V (X)

[

−2M3 + αM1

n
∑

i=1

∣

∣

∣f̂
i
i (µ(X), Ri) · e2

∣

∣

∣

−k1
n
∑

i=1





√

‖f̂ ii (µ(X), Ri)‖
‖f̂ ii (µ(X), Ri)‖

f̂ ii (µ(X), Ri) · e2





2





≤V (X)

[

−2M3 + αM1

n
∑

i=1

∣

∣

∣f̂
i
i (µ(X), Ri) · e2

∣

∣

∣

−k1
n
∑

i=1

1

‖f̂ ii (µ(X), Ri)‖

∣

∣

∣f̂
i
i (µ(X), Ri) · e2

∣

∣

∣

2
]

.

Since f̂ ii (µ(X), Ri) is a continuous function of its arguments

and µ(X) lies on a bounded set,

∣

∣

∣f̂ ii (µ(X), Ri)
∣

∣

∣ obtains a

finite supremum M4. This implies that,

Ẇ ≤V (X)

[

−2M2 + αM1

n
∑

i=1

∣

∣

∣f̂
i
i (µ(X), Ri) · e2

∣

∣

∣

−k1
n
∑

i=1

1

M4

∣

∣

∣f̂
i
i (µ(X), Ri) · e2

∣

∣

∣

2
]

.

Denote βi(µ(X), Ri) :=
∣

∣

∣
f̂ ii (µ(X), Ri) · e2

∣

∣

∣
, and β :=

(βi(µ(X), Ri))i∈{1,...,n}. Then,

Ẇ ≤ V (X)

[

−2M2 + αM11
⊤β − k1

M4
|β|2

]

≤ V (X)
[

1⊤ β⊤
]

[−2M2

n I αM1

2 I

αM1

2 I
−k1
M4

I

] [

1

β

]

.

There exists k⋆1 > 0 such that choosing k1 > k⋆1 , the matrix

above is negative definite and therefore satisfies,

Ẇ ≤ −σV (X), σ > 0, k1 > k⋆1 , (14)

and as such Ẇ ≤ 0, with equality if and only if V (X) =
0, or equivalently, X = 0. By Lemma 1, all level sets of

W (X,R) are compact and W−1(0) = {(X,R) : X = 0}.

This implies Γ̂ is globally asymptotically stable. �

VI. CONCLUSION

We have presented the first solution to the rendezvous

problem for a group of unicycle vehicles on the plane using

continuous, static feedbacks that are local and distributed.

The solution assumes a constant, undirected communication

topology and relies on a control structure made of two nested

loops. It can be shown that the proposed feedback solves the

rendezvous problem for the more general class of directed

sensing graphs containing a spanning tree. The proof of this

fact is more involved than the one presented in this paper.

APPENDIX

A. Proof of Lemma 1

Recall the definition of W (X,R),

W = α
√

V (X) +
n
∑

i=1

ĝii(X,Ri) · e1

=
√

V (X)

(

α+

∑n
i=1 ĝ

i
i(X,Ri) · e1
√

V (X)

)

.

Using the fact that ĝii(X,Ri) is homogeneous with respect

to its first argument, we have

W =
√

V (X)

(

α+

n
∑

i=1

ĝii (µ(X), Ri) · e1
)

.

Since ĝii is continuous, µ(X) is bounded, and

R ∈ R, a compact set, it follows that the function
∑n
i=1

∣

∣ĝii (µ(X), Ri) · e3
∣

∣ has a bounded supremum.

Accordingly, let

α⋆ = sup
(X,R)∈X×R

n
∑

i=1

∣

∣ĝii (µ(X), Ri) · e1
∣

∣ .

For all α > 2α⋆, we have

W (X,R) ≥W (X,R) := α⋆
√

V (X) ≥ 0.

The above inequality implies that W ≥ 0 and W−1(0) ⊂
W−1(0). But W = 0 if and only if V (X) = 0 (i.e., X = 0).

Thus W−1(0) ⊂ {(X,R) : X = 0}. Conversely, on the set

{(X,R) : X = 0} it holds that X = 0 and hence W = 0,

and therefore {(X,R) : X = 0} ⊂ W−1(0). It follows that

W−1(0) = {(X,R) : X = 0} proving part (i) of the lemma.

For part (ii), note that for all c > 0, Wc ⊂ {(X,R) :
W (X,R) ≤ c}. Since the sublevel sets of W are compact

in X coordinates and R ∈ R, a compact set, the set Wc is

bounded. Continuity of W implies that Wc is compact. �

B. Proof of Lemma 2

We compute the inequalities Ẇtran and Ẇrot in Lemma 2

for system (8) and (9). Using the fact that
∑n
j=1 f̂j(X) = 0



(since the graph is undirected and since, by design, aij =
aji), the dynamics of δi in (8) are given by,

δ̇i = uiRie1 −
∑n
j=1 ujRje1

n

= uiRie1 −
∑n
j=1 ujRje1

n
+

∑n
j=1 f̂j(X)

n

= uiRie1 −
∑n
j=1(ujRje1 − f̂j(X))

n
.

For simplicity of notation, we drop the arguments of f̂i(X)
and f̂ ii (X,Ri). Adding and subtracting f̂i to the previous

expression yields,

δ̇i = f̂i + (uiRie1 − f̂i)−
∑n
j=1(ujRje1 − f̂j)

n

= f̂i +

∑n
j=1(uiRie1 − f̂i)

n
−
∑n
j=1(ujRje1 − f̂j)

n
.

Replacing uj and ui by the assigned feedbacks in (5) and

using the identity Rif̂
i
i = f̂i,

δ̇i =f̂i +

∑n
j=1Ri((f̂

i
i · e1)e1 − f̂ ii )

n

−
∑n
j=1Rj((f̂

j
j · e1)e1 − f̂

j
j )

n
.

Here we denote,

ai(X) :=f̂i

bi(X,R) :=

∑n
j=1Ri((f̂

i
i · e1)e1 − f̂ ii )

n

−
∑n
j=1Rj((f̂

j
j · e1)e1 − f̂

j
j )

n
.

(15)

Taking the time derivative of Wtran =
√

V (X) along the

above vector field, we obtain,

Ẇtran =

1

2
√

V (X)

[

n
∑

i=1

∂V (X)

∂δi
(ai(X) + bi(X,R))

]

.
(16)

The derivative of the first term,
∂V (X)
∂δi

ai(X) = ∂V (X)
∂δi

f̂i, is

just the derivative of the Wtran along the nominal dynamics

f̂i. By the proof of Theorem 3 in [10], this is given by,

∂V (X)

∂δi
f̂i = −

∑

(i,j)∈E

aij‖δij‖3 =: r(X)

which is less than or equal to zero, with equality if and only

if δij = 0 for all i, j ∈ {1, . . . , n}. Since
∑n
i=1 δi = 0,

this is equivalent to δi = 0 for all i ∈ {1, . . . , n} and

hence X = 0. Therefore the term r(X) is negative definite

and homogeneous of degree three with respect to X . The

derivative of the remaining term in the square brackets

of (16) satisfies,

n
∑

i=1

∂V (X)

∂δi
(bi(X,R))

≤
n
∑

i=1

∂V (X)

∂δi

[

∑n
j=1Ri((f̂

i
i · e1)e1 − f̂ ii )

n

−
∑n
j=1Rj((f̂

j
j · e1)e1 − f̂

j
j )

n

]

≤
n
∑

i=1

1

n

∂V (X)

∂δi





n
∑

j=1

∥

∥

∥
(f̂ jj · e1)e1 − f̂

j
j

∥

∥

∥

+
n
∑

j=1

∥

∥

∥
(f̂ ii · e1)e1 − f̂ ii

∥

∥

∥



 .

We claim that ‖(f̂ ii (X,Ri) · e1)e1 − f̂ ii (X,Ri)‖ =
∣

∣

∣f̂ ii (X,Ri) · e2
∣

∣

∣. Indeed, writing f̂ ii = (f̂ ii · e1)e1 + f̂ ii − (f̂ ii ·
e1)e1, we have f̂ ii ·e2 = (f̂ ii −(f̂ ii ·e1)e1) ·e2. Since the vector

f̂ ii − (f̂ ii · e1)e1 is parallel to e2,

∣

∣

∣
(f̂ ii − (f̂ ii · e1)e1) · e2

∣

∣

∣
=

‖f̂ ii − (f̂ ii · e1)e1‖, so that

∣

∣

∣f̂ ii · e2
∣

∣

∣ = ‖f̂ ii − (f̂ ii · e1)e1‖. This

yields,

n
∑

i=1

∂V (X)

∂δi
(bi(X,R))

≤
n
∑

i=1

1

n

∥

∥

∥

∥

∂V (X)

∂δi

∥

∥

∥

∥





n
∑

j=1

∣

∣

∣
f̂
j
j · e2

∣

∣

∣
+

n
∑

j=1

∣

∣

∣
f̂ ii · e2

∣

∣

∣





≤
n
∑

i=1

1

n

∥

∥

∥

∥

∂V (X)

∂δi

∥

∥

∥

∥





n
∑

j=1

∣

∣

∣
f̂
j
j · e2

∣

∣

∣
+ n

∣

∣

∣
f̂ ii · e2

∣

∣

∣





which is homogeneous of degree three with respect to

X since
∂V (X)
∂δi

is homogeneous of degree one and f̂ ii is

homogeneous of degree two with respect to X for all i.
Putting everything together, Ẇtran is bounded by,

Ẇtran ≤ 1

2
√

V (X)

[

r(X) +
n
∑

i=1

1

n

∥

∥

∥

∥

∂V (X)

∂δi

∥

∥

∥

∥





n
∑

j=1

∣

∣

∣
f̂
j
j · e2

∣

∣

∣
+ n

∣

∣

∣
f̂ ii · e2

∣

∣

∣







 .

(17)

Since r(X) is homogeneous of degree three, one can write,

r(X) =

√

V (X)V (X)
√

V (X)V (X)
r(X)

=
√

V (X)V (X)r

(

X
√

V (X)

)

=
√

V (X)V (X)r (µ(X)) .

Analogous operations can be performed with the remaining



term in the square bracket of (17) yielding,

Ẇtran ≤
V (X)

2
[r(µ(X))

+

n
∑

i=1

1

n

∥

∥

∥

∥

∂V (µ(X))

∂δi

∥

∥

∥

∥





n
∑

j=1

∣

∣

∣f̂
j
j (µ(X), Rj) · e2

∣

∣

∣

+n
∣

∣

∣f̂
i
i (µ(X), Ri) · e2

∣

∣

∣

)]

.

Since r is continuous and µ(X) lies on a bounded set S1,

it follows that r(µ(X))/2 is bounded with supremum −
M2 < 0. Similarly, the function

∥

∥

∥

∂V (µ(X))
∂δi

∥

∥

∥ has a bounded

supremum. Letting M1 := sup θ∈S1

i∈{1,...,n}

∥

∥

∥

∂V (θ)
∂δi

∥

∥

∥
, we obtain,

Ẇtran ≤V (X)



−M2 +
M1

2n

n
∑

i=1





n
∑

j=1

∣

∣

∣
f̂
j
j (µ(X), Rj) · e2

∣

∣

∣

+n
∣

∣

∣
f̂ ii (µ(X), Ri) · e2

∣

∣

∣

)]

≤V (X)

[

−M2 +
M1

2n

n
∑

i=1

(

n
∣

∣

∣
f̂ ii (µ(X), Ri) · e2

∣

∣

∣

+n
∣

∣

∣f̂
i
i (µ(X), Ri) · e2

∣

∣

∣

)]

≤V (X)

[

−M2 +M1

n
∑

i=1

∣

∣

∣f̂
i
i (µ(X), Ri) · e2

∣

∣

∣

]

This proves the first inequality in Lemma 2. We now turn

to the second. Recall the definition of Wrot,

Wrot(X,R) =
n
∑

i=1

ĝii(X,Ri) · e1.

The time derivative of Wrot along the vector field in (8)-(9)

is

Ẇrot =

n
∑

i=1

(

d

dt
ĝii

)

· e1.

To express (d/dt)ĝii, recall that ĝii(X,Ri) = R−1
i ĝi(X).

Then,
d

dt
ĝii =

(

d

dt
R−1
i

)

ĝi +R−1
i

dĝi
dt
.

We will denote the derivative of ĝi(X) =

√
‖f̂i(X)‖

‖f̂i(X)‖
f̂i(X)

by,
hi(X,R) := (d/dt)ĝi(X)

=
n
∑

j=1

∂ĝi(X)

∂δj
[aj(X) + bj(X,R)]

which is homogeneous of degree two with respect to X
because ∂ĝi

∂δj
is homogeneous of degree zero and both aj(X)

and bj(X,R) are homogeneous of degree two with respect

to X . Consistently with our notational convention, we will

let hii(X,R) := R−1
i hi(X,R). Returning to the derivative

of ĝii, we have

d

dt
ĝii = −(ωii)

×R−1
i ĝi(X) +R−1

i hi(X,R)

= −
[

0 − ωii
ωii 0

]

ĝii(X,Ri) + hii(X,R).

Substituting the above identity in the expression for Ẇrot,

we get

Ẇrot =

n
∑

i=1

(

−e⊤1
[

0 − ωii
ωii 0

]

ĝii(X,Ri) + hii(X,R) · e1
)

=

n
∑

i=1

(

(ĝii(X,Ri) · e2)ωii + hii(X,R) · e1
)

.

Substituting the controller ωii = −k1(ĝii · e2) and taking

norms, we arrive at the inequality

Ẇrot ≤
n
∑

i=1

[

− k1
∣

∣ĝii(X,Ri) · e2
∣

∣

2
+ hii(X,R) · e1

]

.

Note that
∑n
i=1

∣

∣ĝii(X,Ri) · e2
∣

∣

2
and hii(X,R) are homo-

geneous of degree two with respect to X . This yields,

Ẇrot ≤V (X)

[

−k1
n
∑

i=1

∣

∣

∣ĝ
i
i(X/

√

V (X), Ri) · e2
∣

∣

∣

2

+hii(X/
√

V (X), R) · e2
]

≤V (X)

[

−k1
n
∑

i=1

∣

∣ĝii(µ(X), Ri) · e2
∣

∣

2

+hii(µ(X), R) · e2
]

.

The function
∣

∣hii(µ(X), R) · e2
∣

∣ has a bounded supremum.

Letting M3 = sup(θ,R)∈S1×R

(∣

∣hii(µ(X), R) · e2
∣

∣

)

, we con-

clude that

Ẇrot ≤ V (X)

[

−k1
n
∑

i=1

∣

∣ĝii(µ(X), Ri) · e2
∣

∣

2
+M3

]

as required. This concludes the proof of Lemma 2. �

REFERENCES

[1] A. Roza, M. Maggiore, and L. Scardovi, “A class of rendezvous
controllers for underactuated thrust-propelled rigid bodies,” in Pro-

ceedings of the 53rd IEEE Conference on Decision and Control, Los
Angeles, California, 2014, pp. 1649–1654.

[2] ——, “Local and distributed rendezvous of underactuated rigid bod-
ies,” conditionally accepted to IEEE Transactions on Automatic Con-

trol, arXiv:1509.07022v1 [math.OC], 2016.
[3] Z. Lin, B. Francis, and M. Maggiore, “Necessary and sufficient

conditions for formation control of unicycles,” IEEE Transactions on

Automatic Control, vol. 50, no. 1, pp. 121–127, 2005.
[4] R. Zheng, Z. Lin, and M. Cao, “Rendezvous of unicycles with

continuous and time-invariant local feedback,” in Proceedings of the

18th IFAC World Congress, Milano, Italy, 2011, pp. 10 044–10 049.
[5] R. Zheng, Z. Lin, and G. Yan, “Ring-coupled unicycles: Boundedness,

convergence, and control,” Automatica, vol. 45, no. 11, pp. 2699–2706,
2009.

[6] A. Roza, M. Maggiore, and L. Scardovi, “A smooth distributed
feedback for global rendezvous of unicycles,” conditionally ac-

cepted to IEEE Transactions on Control of Network Systems,

arXiv:1605.07982v1 [math.OC], 2016.
[7] D. V. Dimarogonas and K. J. Kyriakopoulos, “On the rendezvous

problem for multiple nonholonomic agents,” IEEE Transactions on

Automatic Control, vol. 52, no. 5, pp. 916–922, 2007.
[8] R. Zheng and D. Sun, “Rendezvous of unicycles: A bearings-only and

perimeter shortening approach,” Systems & Control Letters, vol. 62,
no. 5, pp. 401–407, 2013.

[9] M. El-Hawwary and M. Maggiore, “Reduction theorems for stabil-
ity of closed sets with application to backstepping control design,”
Automatica, vol. 49, no. 1, pp. 214–222, 2013.

[10] R. Olfati-Saber and R. M. Murray, “Consensus protocols for networks
of dynamic agents,” in Proceedings of the 2003 American Control

Conference, Denver, Colorado, 2003, pp. 951–956.


