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Abstract—Distributed control schemes have transformed fre-
quency and voltage regulation into a local task in distributed
generators (DGs) rather than one central secondary controller.
A distributed scheme is based on information shared among
neighboring units; thus, the microgrid performance is affected
by issues induced by the communication network. This paper
presents a distributed predictive control applied to the secondary
level on microgrids. The model used for prediction purposes is
based on droop and power transfer equations, but communication
features such as connectivity and latency are also included, thus
making the controller tolerant to electrical and communication
failures. The proposed controller considers as control objectives
frequency and voltage regulation and consensus over the real
and reactive power contributions from each power unit in the
microgrid. The experimental results show that the proposed
scheme (i) responds properly to load variations, working within
operating constraints such as generation capacity and voltage
range; (ii) preserves the control objectives when a power unit is
disconnected and reconnected without any user updating in the
controllers; and (iii) compensates the effects of communication
issues over the microgrid dynamics.

Index Terms—Secondary Control, Distributed Predictive Con-
trol, Microgrids, Constrained Optimization, Plug and Play Con-
troller.

I. INTRODUCTION

M ICROGRIDS are more sensitive than large-scale power
systems to small changes in either load balance or

power capacity. Currently, the microgrid community accepts
as a fact that a distributed secondary control level is inherently
fault tolerant to such electrical issues [1]. However, each
controller in a distributed scheme should be able to calcu-
late its control action according to its knowledge about the
current state of the microgrid. The necessity of updating the
microgrid knowledge implies good communication among the
controllers; therefore, the communication performance and the
microgrid performance are directly related.

In [2] and [3], information shared through the commu-
nication network updates an electrical model used by each
secondary controller. This model is based on the microgrid
admittance matrix, and it is applied to an optimization problem
to achieve a stable operation point for frequency and voltage
when any DG is either plugged in or unplugged. In this case,
the electrical model is adjusted, without any user intervention,
according to Kirchhoff’s voltage law when some change
occurs in the microgrid. This feature is called plug and play
(PnP) capability.

A second approach to include the microgrid model at the
secondary control level is a graph-based representation of the
information flow among the DGs. In this case, the DGs are

represented as the graph vertices, and the communication links
are represented as the graph edges. A weighted matrix that
represents the graph connectivity among DGs is called the
adjacency matrix. This matrix permits exploring the properties
of the network systems [5]. In [4], a distributed consensus
problem is applied over the microgrid. It is shown that the
problem converges if and only if the microgrid graph has a
path between any two DGs (connected graph), and the final
value is the average of the initial conditions of the consensus
variables.

One application of consensus in microgrids is the distributed
averaging proportional-integral (DAPI) controller proposed in
[6]. This scheme adds a term to the proportional-integral
(PI) secondary controllers to achieve real power consensus
for the frequency loop and reactive power consensus for the
voltage loop. The DAPI controller is considered to be a PnP
controller because the adjacency matrix can be updated online,
and then the control law changes if a DG is connected to or
disconnected from the microgrid. However, this controller is
not robust against communication issues such as data dropouts
or latency because its control law only considers current
information.

Communication issues are not uncommon in networks be-
cause communication links are susceptible to external factors,
such as weather, obstructions or interference. Data latency,
data losses, and network topology changes are issues that
generally degrade the control performance irrespective of what
technology or topology is used in the network [8].

In [6], an updated adjacency matrix used by the DAPI
controller permits confronting changes in the communication
network topology, preserving the frequency and voltage regu-
lation. In [9], latency effects in the frequency restoration loop
are compensated by a PI controller with Smith predictor. To
tune this, a constant delay estimation is used; however, the real
delay in communication networks is not fixed. To solve this
issue, in [10], a centralized PI controller with gain scheduling
for frequency restoration is used to change the tuned point
when the delay also changes.

A set of consensus-based controllers that ensure conver-
gence for regulation and power sharing at a finite time have
recently been reported. These PnP controllers have shown
good performance against latency and communications path
failures. In [11], two decoupled finite-time controllers that pre-
serve the relations frequency-real power and voltage-reactive
power are compared with a centralized controller using a six
DG microgrid. Conversely, in [12], four independent finite-
time controllers are used by each DG to regulate frequency
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and voltage and to achieve real and reactive power sharing.
The stability analysis of this scheme ensures convergence
irrespective of the latency in the network.

Although predictive control is generally applied at the
tertiary control level [14], its application to secondary control
in microgrids is a promising approach because it is possible
to confront data dropouts and latency. In [9], a centralized
predictive controller is implemented to regulate the frequency
in a microgrid with two DGs, showing a better latency com-
pensation than the Smith predictor. Furthermore, if predictive
control is combined with a distributed scheme, it is possible
to include PnP capability [16]. The challenge to implement
predictive controllers at the secondary level of microgrids is
defining an optimization problem that is able to be solved in
a short sampling period.

In a distributed model-based predictive control (DMPC)
scheme, a (discrete-time) system model is used by each
controller to predict its self-behavior over a prediction hori-
zon. The used model is based on local information (i.e.,
measurements) and shared information from other controllers
(i.e., previously computed predictions), and it is introduced
as a set of equality constraints into an optimization problem.
The system solution minimizes a cost function based on the
predicted trajectory and the information exchanged with other
DGs. Although the optimal solution provides a sequence of
control actions, only the first element is applied, and the
optimization problem is solved again at the next sampling
period (rolling horizon scheme) [20].

There are two methods to solve the DMPC. The iterative
method optimizes and shares the result with other DMPCs
several times within the time step. The noniterative method
optimizes only once per time step to reduce the traffic over
the communication network [19].

Three iterative DMPC schemes for frequency regulation in
large-scale power systems are proposed in [21]. The model
used for these controllers is based on the frequency-active
power relationship, and these are compared with an automatic
generation controller (AGC) and a centralized MPC (CMPC)
over a communication network with the same topology as
the electrical system. Because these are iterative schemes,
they require considerable computational effort and a high-
performance communication network; therefore, the imple-
mentation of these predictive controllers is expensive for actual
microgrids.

In [22], an unconstrained DMPC, which include consensus,
is proposed for voltage regulation in microgrids, whereas the
frequency regulation is achieved using a DAPI controller. In
this scheme, an analytical solution is achieved for voltage
regulation, reducing the computational effort.

A. Paper Contributions

As it was shown, the PnP schemes using consensus tech-
niques in addition to the regulation task (frequency and/or
voltage) enable improving the microgrid secondary level per-
formance in several scenarios. However, we consider that the
predictive control has not been completely exploited for these
applications. In this paper, we propose a noniterative DMPC

that is capable of real-time operation in environments with
communications issues, preserving the PnP capability.

The main advantage of our controller is the model used to
predict the microgrid behavior. This model is based on local
voltage, frequency and power equations, and it includes a com-
munication network model that also represents connectivity
and latency. The local model on each controller is updated
once per sampling period with local measurements over each
DG and with information shared from neighboring DGs. The
model permits including explicit operational constraints, such
as voltage range and apparent power limits. Experimental re-
sults over a three DG microgrid validate the good performance
of the proposed controller.

This paper is organized as follows. In Section II, the frame-
work of the model used to build the optimization problem is
presented. In Section III, the optimization problem used in the
DMPC is detailed. The features of and parameters used in the
experimental setup, as well as the obtained results, are shown
in Section IV. The paper conclusions and final remarks are
presented in Section V.

II. MODEL USED FOR CONTROL DESIGN

Considering that variables such as frequency, voltage, and
real and reactive power are coupled in microgrids, the pro-
posed model reflects this behavior based on droop, power
transfer and phase angle equations. Additionally, a commu-
nication network model that considers the latency, defined by
delay terms (z−τij ), and the connectivity, defined by adjacency
terms (aij), is also proposed.

Because the model computes the power contribution of DGi
to the microgrid, external measurements are required. Voltage,
frequency and phase angle are measured/estimated at the LC
filter output (Vi, ωi, θi) and at an adjacent measurement node
(V ∗
i , ω

∗
i , θ

∗
i ). This adjacent measurement node is defined as

the downstream node to the coupling inductance Li.
The control scheme for DGi in the microgrid is shown in

Fig. 1. Note that the inner and droop controllers (primary
level) work on a dq framework, whereas ωs,i and Vs,i sig-
nals are droop inputs that compensate voltage and frequency
deviations. These signals and Xi are from the proposed DMPC
(secondary level), and these are computed as a solution to an
optimization problem. Xi is composed by frequency, voltage
and power predictions, and it is shared with neighboring DGs
using the communication network.

A description of each equation used to build the proposed
model is included below, and the optimization problem and
Xi will be defined in Section III.

A. Droop Equations

Droop control provides statism to the microgrid, changing
the operating point from the nominal frequency/voltage to
ensure the real/reactive power supply when the microgrid is
disturbed. The droop control laws (1) and (2) define the linear
relations frequency-real power and voltage-reactive power,
respectively, where ω0 and V0 represent the nominal frequency
and voltage, Mpω,i and Mqv,i are the droop slopes, and
ωs,i and Vs,i are the secondary control actions for unit i.
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Fig. 1. DMPCi Diagram.

Droop equations are included in the secondary control model
because they determine the joint point between the primary
and secondary control levels.

ωi(t) = ω0 +Mpω,iPi(t) + ωs,i(t) (1)

Vi(t) = V0 +Mqv,iQi(t) + Vs,i(t) (2)

B. Phase Angle Equation

The phase angle deviation (δθi) generated for unit i by the
coupling inductance Li is defined by (3). The coupling induc-
tance is a common passive element used to connect the low-
pass filter output to the microgrid. For our controller, the phase
angle deviation is required for estimating the real/reactive
power transferred from the DG to the microgrid. To estimate
δθi(t) properly, phase-looked loops (PLLs) should be placed
at the output filter and the adjacent measurement node.

δθi(t) = θi(t)− θ∗i (t) =

∫ t

0

[ωi(τ)− ω∗
i (τ)] dτ (3)

C. Power Transfer Equations

To achieve power consensus in the microgrid, it is neces-
sary to estimate the power contribution of each DG in the
microgrid. In this case, our controller neglects the use of
an admittance matrix-based model, as is generally used, to
propose a model based on the power transferred through the
coupling inductance. The equations that determine the power
transferred from unit i to the microgrid are defined in (4) and
(5), where Bi = 1/Liω0.

Pi(t) = BiVi(t)V
∗
i (t) sin (δθi(t)) (4)

Qi(t) = Bi[Vi(t)
2 − Vi(t)V ∗

i (t) cos(δθi(t))] (5)

D. Discrete Time Model

Before deriving a predictive model, equations (1) to (5)
are discretized using the forward Euler method, where tn =
nTsec, n ∈ Z+, and Tsec is the sampling period used at the
secondary control level. To eliminate the steady-state error,
integrators are added at the DMPC outputs; therefore, the

incremental operator ∆, defined by (??), is applied on (1)
and (2) to compute ∆ωs,i and ∆Vs,i.

∆f(tn) = [f(tn)− f(tn−1)] (6)

Additionally Taylor expansion is applied to (4) and (5)
around the measured/estimated point {ωi(tn), ω∗

i (tn), Vi(tn),
V ∗
i (tn), δθi(tn), Pi(tn), Qi(tn)}, simplifying the optimization

problem. The linear and discrete time model is shown in (6).

ωi(tn+1)=ωi(tn)+Mpω,i[Pi(tn+1)−Pi(tn)]+∆ωs,i(tn) (7a)

Vi(tn+1)=Vi(tn)+Mqv,i[Qi(tn+1)−Qi(tn)]+∆Vs,i(tn) (7b)

δθi(tn+1)=δθi(tn)+Tsec[ωi(tn+1)−ω∗(tn)] (7c)

Pi(tn+1)=Pi(tn)+[Vi(tn+1)−Vi(tn)]BiV
∗
i (tn)sin(δθi(tn))

+[δθi(tn+1)−δθi(tn)]BiVi(tn)V ∗
i (tn)cos(δθi(tn)) (7d)

Qi(tn+1)=Qi(tn)

+[Vi(tn+1)−Vi(tn)]Bi[2Vi(tn)−V ∗
i (tn)cos(δθi(tn))]

+[δθi(tn+1)−δθi(tn)]BiVi(tn)V ∗
i (tn)sin(δθi(tn)) (7e)

E. Communication Network Model

In this work, a full-duplex communication network is con-
sidered in which the bidirectional link between units i and j is
represented by an adjacency term aij and a delay term τij . The
adjacency term represents the connectivity between two units
and is defined as (7). This term is updated at the beginning of
each sampling period according to the information received in
unit i.

aij(tn) =

1 Data from unit j arrives to unit i at tn
0 Data from unit j does not arrive to unit i at tn
0 j = i

(8)

The delay term (τij ≥ 1) is measured in sampling periods, and
it represents the time required for the transmission-reception
process between DGi and DGj . Since the communication
is full duplex, the associated graph is undirected; then, the
equalities τij = τji and aij = aji are satisfied.

III. OPTIMIZATION FOR PREDICTIVE CONTROL

Predictive control optimizes a cost function using a set of
equalities and inequalities as constraints that reflect the system
behavior. The cost function and the constraints should be
functions of the predicted variables. The optimal solution is a
vector X that contains the predicted values over the prediction
horizon Ny and the control sequence over the control horizon
Nu. For our controller, it is possible to use the set of equations
(6) to predict the DG behavior. Because controlled variables
are explicit in the predictive model, it is possible to directly
include operational constraints. The optimization problem and
how it is solved are detailed bellow.
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A. Predictive Model

The set of equations (6) can be used to determine the DG
behavior at tn+k, where k ∈ Z+. Considering the linearization
of (6d) and (6e) around the measured point at tn, their
coefficients are updated each sampling period and assumed to
be constants through the prediction horizon in the optimization
problem.

ωi(tn+k)=ωi(tn+k−1)+Mpω,i[Pi(tn+k)−Pi(tn+k−1)]

+∆ωs,i(tn+k−1) (9a)

Vi(tn+k)=Vi(tn+k−1)+Mqv,i[Qi(tn+k)−Qi(tn+k−1)]

+∆Vs,i(tn+k−1) (9b)

δθi(tn+k)=δθi(tn+k−1)+Tsec[ωi(tn+k)−ω∗(tn)] (9c)

Pi(tn+k)=Pi(tn)+[Vi(tn+k)−Vi(tn)]BiV
∗
i (tn)sin(δθi(tn))

+[δθi(tn+k)−δθi(tn)]BiVi(tn)V ∗
i (tn)cos(δθi(tn)) (9d)

Qi(tn+k)=Qi(tn)

+[Vi(tn+k)−Vi(tn)]Bi[2Vi(tn)−V ∗
i (tn)cos(δθi(tn))]

+[δθi(tn+k)−δθi(tn)]BiVi(tn)V ∗
i (tn)sin(δθi(tn)) (9e)

B. Operational Constraints

The set of operational constraints is composed of equalities
and inequalities included to ensure the DG performance within
the physical limits. This set of constraints is defined in (9).

ωi(tn+k)=
ωi(tn+k)+

∑n
j=1aij(tn)ωj(tn+k−τ̂ij )

1+
∑n

j=1aij(tn)
(10a)

V i(tn+k)=
Vi(tn+k)+

∑n
j=1aij(tn)Vj(tn+k−τ̂ij )

1+
∑n

j=1aij(tn)
(10b)

ωi(tn+Ny
)=ω0 (10c)

V i(tn+Ny
)=V0 (10d)

V min≤V i(tn+k)≤V max (10e)

|Pi(tn)|+|Qi(tn)|+sign(Pi(tn))[Pi(tn+k)−Pi(tn)]

+sign(Qi(tn))[Qi(tn+k)−Qi(tn)]≤Smax (10f)

Note that equations (9a) and (9b), which define the frequency
and voltage averages, include the parameters aij and τ̂ij .
Therefore, aij forces including only the received information
to estimate and predict the averages, providing robustness
against communication path failures and data losses. τ̂ij rep-
resents the delay estimation in the communication process for
compensating the network latency over the predicted averages.

Equations (9c) and (9d) force the average values to con-
verge at the end of the prediction horizon Ny . Additionally,
inequalities (9e) and (9f) ensure that the average voltage in
the microgrid and the apparent power of DGi remain within a
specific range. Inequality (9f) is defined as a polytopic inner
approximation of (10) using the triangular inequality.

|Si(t)| = (Pi(t)
2 +Qi(t)

2)1/2 < Smax (11)

C. Cost Function
The cost function (11) is built from six weighted terms,

where each one represents a control objective in the microgrid.
The first two terms represent the average frequency and
average voltage regulation. Although the optimization problem
is local for each DG, the regulation is global over the entire
microgrid because these terms are based on predictions shared
through the communication network. The third and fourth
terms minimize the control action required by DGi to achieve
the control objectives. The last two terms find a consensus over
the contribution of real and reactive power for neighboring
DGs.

Ji(tn) =

Ny∑
k=1

[
λ1i(ωi(tn+k)− ω0)

2 + λ2i(V i(tn+k)− V0)
2
]

+

Nu∑
k=1

[
λ3i(∆ωs,i(tn+k−1))

2 + λ4i(∆Vs,i(tn+k−1))
2
]

+

n∑
j=1,j 6=i

Ny∑
k=1

λ5iaij(tn)

(
Pi(tn+k)

|Simax|
−

Pj(tn+k−τ̂ij )

|Sj max|

)2

+

n∑
j=1,j 6=i

Ny∑
k=1

λ6iaij(tn)

(
Qi(tn+k)

|Simax|
−

Qj(tn+k−τ̂ij )

|Sj max|

)2

(12)

D. Quadratic Programming Formulation
It is possible to build a quadratic programming (QP) prob-

lem for each DG in the microgrid, as is defined in (??), where
matrices/vectors Hi, Fi, Ai, Bi, Aeq,i, Beq,i are built from (8),
(9) and (11). Then, the output vector Xi is defined by (??),
where the set of predicted variables is represented by Xp,i and
the predicted control sequences X∆,i are defined by (??) and
(??), respectively.

minimize
Xi

Ji(tn) :=
1

2
XTi HiXi + FTi Xi

subject to AiXi ≤ Bi

Aeq,iXi = Beq,i

(13)

Xi ={Xp,i,X∆,i} (14)

Xp,i ={ωi(tn+k), V i(tn+k), ωi(tn+k), Vi(tn+k),

δθi(tn+k), Pi(tn+k), Qi(tn+k)}
Ny
k=1

(15)

X∆,i = {∆ωs,i(tn+k), ∆Vs,i(tn+k)}Nuk=1 (16)

As mentioned in [20], a stable predictive control requires
a feasible solution to the optimization problem. Note that
(9c) to (9f) are related to the QP feasibility, ensuring that
the system operates within physical limits over the whole
prediction horizon. To ensure a feasible initial condition, the
DMPC is enabled when the microgrid is operating at ω0 and
V0. In a black start scenario, this state is achieved when the
primary control level operates without load.

The computational cost is also related to the QP feasibility.
Range and final value constraints limit the feasible solution
space of the QP problem; then, the computational cost to solve
it is also reduced [20]. In this case, we use the QPKWIK
algorithm to solve the QP problem (??), which is an efficient
and stable variation of the classic active-set method [26].
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IV. EXPERIMENTAL SETUP AND RESULTS

A. Experimental Setup

To validate the proposed DMPC strategy, an experimen-
tal setup was built in the Microgrids Control Lab. of the
University of Chile. The setup uses PM15F120 and PM5F60
Triphase R© modules to emulate a three DG microgrid. Each
module is controlled by a real-time target (RTT) computer,
where the DMPC for each DG is downloaded. External mea-
surement devices were connected to the measurement nodes,
and these have direct communication with their respective
RTTs. A diagram of the setup is shown in Fig. 2, and a photo
register is shown in Fig. 3. In Table I and Table II, electrical
and droop parameters are presented.

L1
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2 =  2­ 2*δθ θ θ

V1,  1, 1θ ω
V1*,  1*,  1*θ ω

1 =  1­ 1*δθ θ θ
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Fig. 2. Experimental Microgrid Diagram.
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Fig. 3. Experimental Setup.

TABLE I
MICROGRID ELECTRICAL PARAMETERS

Parameter Description Value
Tprim Primary Level Sampling Period 1/16E3 s
Z1 Load 1 11 Ω
Z2 Load 2 22 Ω
Li Coupling Inductance 2.5 mH
Lij Transmission Line Inductance 2.5 mH
ω0 Nominal Frecuency 314.159 rad/s
V0 Nominal Voltage (peak) 150 V
ωc Cutoff Frecuency - Droop Controller 2π rad/s

TABLE II
POWER CAPACITIES AND DROOP SLOPES

Power Capacities and Droop Slopes DG1 DG2 DG3

Smax [KVA] Power Capacity 2.4 1.92 1.2

Mpω

[
rad
s W

]
P-ω Droop Slope -1E-4 -1.5E-4 -2.5E-4

Mqv
[ V

VAR

]
Q-V Droop Slope -1E-3 -1.5E-3 -1.8E-3

The weighting factors used in the cost function allow
managing the tradeoff among the control objectives, and if
required, giving priority to one of the control objectives over
the other ones. In Table III and Table IV, the DMPC general
parameters and weighting factors are shown. PI inner loops
gains and other parameters that are not relevant to DMPC are
omitted in this paper.

TABLE III
DMPC GENERAL PARAMETERS

Parameter Description Value
Tsec Secondary Level Sampling Period 0.05 s
τ̂ij Estimated Communication Delay 0.05 s
Ny Prediction Horizon 10
Nu Control Horizon 10
Vmax Maximum Voltage 155V
Vmin Minimum Voltage 145V

TABLE IV
DMPC WEIGHTING FACTORS

Weighting Factors DG1 DG2 DG3

λ1
[ s

rad

]2 Average Frequency Error 3E4 5E4 9E4

λ2
[
1
V

]2 Average Voltage Error 5E0 6E0 7E0

λ3
[ s

rad

]2 Frequency Control Action 8E4 8E4 9E5

λ4
[
1
V

]2 Voltage Control Action 5E3 5E3 5E3

λ5
[VA

W

]2 Real Power Consensus 1.5E2 1.3E2 2E2

λ6
[ VA

VAR

]2 Reactive Power Consensus 5E3 2E3 1E3

Four scenarios were implemented with the experimental
setup using the proposed DMPC. The first (base case) scenario
shows the DMPC performance when the microgrid is disturbed
with load changes. In the second scenario, a communication
failure between DG1 and DG2 is forced while the microgrid
is disturbed. The third scenario is a PnP test, where DG3 is
disconnected and reconnected to the microgrid. Finally, the
fourth scenario shows the microgrid performance when the
latency changes over the communication network.

B. Test Scenario 1 (Base Case)- Load Changes

This scenario tests the microgrid behavior using the pro-
posed DMPC when several load changes are applied. In this
case, the microgrid begins without load, and at t = 38s, load
Z1 is connected to the microgrid; at t = 58s, the total load in
the microgrid is composed of Z1 and Z2; and at t = 78s and
t = 98s, the load is reduced to Z1 and zero, respectively.

In Fig. 4 and Fig. 6, it is shown that the average frequency
and average voltage are regulated; however, voltage deviations
over each DG caused by the microgrid heterogeneity are
observed. Fig. 5 and Fig. 7 show that the consensus of real



6 IEEE TRANSACTIONS ON SMART GRID

and reactive power are achieved. In these figures, the power
contribution of each DG is normalized with respect to its
capacity.
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Fig. 4. Frequency Regulation Against Load Changes - DMPC Base Case.
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Fig. 7. Reactive Power Consensus Against Load Changes - DMPC Base
Case.

Over the whole test, the microgrid is preserved as in Fig. 2,
and the disturbances are limited to load changes. In this case,
the adjacency matrix is constant and given by (12).

A(t) =

a11 a12 a13
a21 a22 a23
a31 a32 a33

 =

0 1 1
1 0 1
1 1 0

 (17)

This test scenario shows the basic microgrid operation, and
it is considered as a base case for comparisons with the next
scenarios tested in this paper.

C. Test Scenario 2 - Communication Path Failure

This scenario adds to the base case a failure over the
communication path between DG1 and DG2 at t = 50s. This
failure is kept until the end of the test. This type of failure
can be understood as a physical failure over the communi-
cation path or a simple data packet loss. In this case, as the
adjacency matrix is a function of the information received for
each controller, it is updated when the communication fails,
preserving the average values.

The microgrid response is shown in Fig. 8. From the results,
it is possible to state that the microgrid remains stable, achiev-
ing the four control objectives (frequency/voltage regulation
and real/reactive power consensus) even when the communi-
cation path fails, it can be understood as a communication fault
tolerance feature of the proposed DMPC; however, as shown in
Fig. 9, a difference in the transient state is observed when load
changes are applied. This change is caused by the relationship
between the adjacency matrix and the cost function (11); as
the adjacency terms are updated, but not the weighting factors,
the tuned parameters do not compensate the load changes as
when the communication network is complete.
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D. Test Scenario 3 - Plug and Play Capability
This test shows the microgrid response when DG3 fails and

it is disconnected (at t ≈ 49s), and after a synchronization
sequence, it is reconnected to the microgrid (at t ≈ 75s).
When DG3 is disconnected from the microgrid, its secondary
control is disabled, and after the reconnection, it is enabled
again. Fig. ?? shows a power distribution according to the
DGs connected to the microgrid. Because the adjacency matrix
A(t) depends on the information received by each DG, it is
updated when DG3 is disconnected and reconnected, adjusting
the consensus and the average values in the optimization
problem. Between t ≈ 75s and t ≈ 78s, the real and
reactive power contributions of DG3 are not in consensus even
though it is connected to the microgrid. In this period, DG3

is synchronized (δθ3 = 0), and its secondary controller is
disabled; then, according to (4) and (5), only the reactive
power flow through L3 is feasible. When the secondary
controller is enabled on DG3, the power consensus among
the three units is re-established.

E. Test Scenario 4 - Communication Delay Response
This scenario compares the microgrid response at different

values of τij but preserving τ̂ij at one sampling period (0.05s).
For each test, the same load changes from scenario 1 are
applied. The results for frequency regulation and real power
consensus are shown in Fig. ?? and Fig. ??, respectively.
From the results, it is possible to state that the microgrid
response increases its overshoot and its settling time when the
communication delay also increases; however, the microgrid
achieves the control objectives even when the delay is twenty
times the sampling period (Tsec).
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Fig. 11. Microgrid Behavior with Communication Delays- Frequency
response- top:τij = 0.25s middle:τij = 0.5s bottom:τij = 1s

The DMPC latency compensation is related to the rolling
prediction/control horizons, the sampling period and the delay
estimation τ̂ij ; however, either longer horizons or a shorter
sampling period increase the computational effort. Even when
the optimization problem is solved based on delayed infor-
mation from neighboring DGs, the rolling horizon scheme
updates the control sequence each sampling period, compen-
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sating latency effects even beyond the prediction horizon.

V. CONCLUSIONS AND FINAL REMARKS

In this paper, a distributed predictive controller was pre-
sented to regulate the frequency and average voltage and to
achieve real and reactive power consensus in the microgrid.
The main contribution of this paper is the proposed model
used to solve the DMPC, which is based on droop, power
transfer and phase angle equations. The proposed formulation
includes explicit operational constraints to ensure operation
of the microgrid within feasible ranges, and it is able to
modify its adjacency matrix according to either electrical or
communications disturbances.

The experimental results showed that the proposed con-
troller has good performance against electrical disturbances
such as load changes or disconnection/reconnection of DGs.
Additionally, a good microgrid performance was achieved
against communication issues such as latency and data packet
losses.

Finally, as future work, the application of this type of DMPC
to hybrid AC/DC microgrids with energy storage systems is
suggested.
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