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Abstract—This paper presents a novel 7. filter design pro-
cedure to optimally split the Frequency Regulation (FR) signal
between conventional and fast regulating Energy Storage System
(ESS) assets, considering typical Communication Delays (CDs).
The filter is then integrated into a previously validated FR
model of the Ontario Power System (OPS) including Battery
and Flywheel ESSs, which is used to analyze the impact of these
ESSs, CDs, and limited regulation capacity in the FR process in
a real system. The proposed methodology to split the FR signal
is also compared with the existing FR process, with the results
showing that the proposed 7 filter design and signal splitting
strategy can improve the FR process performance significantly,
in terms of reducing the Area Control Error (ACE) signal, and
thus reduce the need for regulation capacity.

Index Terms—Batteries, energy storage, flywheels, frequency
regulation, frequency control, regulation signal.

NOMENCLATURE
Indices
ESS ESS: FESS or BESS.
i Elements in W(z).
Jj Elements in Z(z).
Parameters
AVgss Status availability of the ESS.
CD Communication delay (z~7), where 7 is an
integer representing the delay in seconds.
Pp Load of the system [MW].
Par Generation total dispatch [MW].
RCEgs ESSs FR capacity limit [MW].
RCra TGs FR capacity limit [MW].
RC FR capacity limit [MW].
B BA bias [MW/0.1Hz].
fs Scheduled frequency [Hz].
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Identity matrix.

Interchange metering error [MW].
Inadvertent payback [MW].
Scheduled net interchanges [MW].

Factor indicating the capacity contribution of the
ESS to RCggs [p-u.]

Maximum available capacity of the ESS [MW].
Minimum available capacity of the ESS [MW].
ACE filtered signal [MW].

ESS fixed base point [MW].

ESS moving base-point [MW].

Function of inadvertent payback [MW].

Output power of TG contracted for FR [MW].
ESS SoC [%].

ESS SP signal [MW].

Scheduled FR signal [MW].

ESS regulation signal [MW].

Controller/Filter.

Weighting filters associated to the input W and
output Z, respectively.

State-space matrix representation of the transfer
function matrix GP(z).

Area Control Error [MW].

Clamping signal.

Actual frequency [Hz].

Generalized Plant transfer function matrix
Lower linear fractional transformation of ®(z)
around GP(z).

Actual net interchanges [MW].

Power output of the ESS [MW].

Traditional Regulation Signal [MW].
Traditional Regulation Signal limited [MW].
Dynamic Regulation Signal [MW].

Dynamic Regulation Signal limited [MW].
Control signals.

RegA as control signal.

RegD as control signal.

(Weighted) exogenous inputs/disturbance input
vector.

Sensed outputs.

ACE as sensed output.

Cumulative ACE as sensed output.

(Weighted) exogenous outputs/error output vec-
tor.
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I. INTRODUCTION

HE inherent variability and increasing penetration of

Renewable Energy Sources (RESs) in power systems
have the potential to negatively impact the system frequency.
Fast power response Energy Storage System (ESS) technolo-
gies can mitigate frequency variations when included in the
Frequency Regulation (FR) control loop [1]. Furthermore,
ESS technology applications to power grids such as FR are
becoming feasible with their increasing technical maturity
and lower cost trends; however, they still have to overcome
issues such as limited power and energy capacities, given the
continuous nature of the FR process, for a desired standard of
FR performance.

Joint efforts from electricity regulators, technology devel-
opers, and Independent System Operators (ISOs) have led
to the development of new services and control approaches
to exploit the unique characteristics and potential benefits of
fast responding technologies such as Battery Energy Stor-
age Systems (BESSs) and Flywheel Energy Storage Systems
(FESSs) [2]-[5]. Regulatory changes have been introduced
to ease the participation of ESS in energy, capacity, and
ancillary service markets [6], and promote a performance-
based payment approach for FR to incentivize the integration
of fast response ESS technologies [2]. An example of the latter
is the Federal Energy Regulatory Commission (FERC) Order
No.755, which led to changes in the U.S. market design and
requires a two-part compensation for FR reserves: capacity and
performance payment [7]. The performance payment, which
has been incorporated in various ways in different ISOs, is
also know as mileage payment and is a compensation for the
movement (speed and accuracy) of the facility in response to
Automatic Generation Control (AGC) signals [8], [9].

In addition, some ISOs are considering measures to support
the integration of ESS within their administered markets [10],
or have procured or already implemented FR-ESS-related
projects [5], [7]. For instance, the California Independent Sys-
tem Operator (CAISO) includes ESS within a set of resources
called non-generating resources, which can be non-Regulation
Energy Management (REM) resources and be subject to the
same conditions as traditional generators to meet a 60 minute
continuous energy requirement, or be REM resources with
an energy requirement of 15 minutes [11]. In the New York
Independent System Operator (NYISO), the ESSs are called
Limited Energy Storage Resources (LESR), and are assigned
their regulation base point based on their State of Charge
(SoC) every 5 minutes [8].

To use the fast response capability of some ESS beyond
the traditional AGC framework, some ISOs have introduced
a much faster regulation signal, compared to the traditional
one, with the resources following this signal receiving extra
payment [11]. For instance, PIM considers the participation of
ESS in its FR market and offers two regulation AGC signals:
a Traditional Regulation Signal (RegA) meant for traditional
generators with limited ramp rate, and a Dynamic Regulation
Signal (RegD) meant for high ramp rate capability units. The
signal RegD is derived from the same algorithm as RegA,
but RegD filters out low-frequency components, resulting in a

fast cycling signal [7], [8]. The Independent System Operator
of New England (ISONE), which includes ESS facilities in
their Alternative Technology Regulation Resources, has two
faster energy neutral signals (energy-neutral continuous and
energy neutral trinary) meant for alternative technologies, and
also sends a slower AGC signal to conventional facilities
every four seconds [11], [12]; these signals behave similarly to
PIM’s RegD and RegA [11]. The Midcontinent Independent
System Operator (MISO) also has an AGC-enhanced signal
for fast ramping resources specifically to allow ESSs, referred
to as short term Storage Energy Resources, to participate in
the regulation reserve market and to improve the use of fast
ramping facilities [9].

In recent years, ISOs have implemented strategies to split
the FR signal between conventional and fast assets con-
sidering economic and operational factors such as market
aspects, system stability, and performance [3], [7]. These
initial attempts have resulted in FR improvements that reduced
FR procurement requirements [11]; however, only a limited
amount of technical information is publicly available for
the ISOs’ implemented strategies, with only block diagrams
and no detailed information about their design or tuning
processes [13]. Thus, it is impractical to target the optimization
of such split signal strategies without the detailed design data.
Furthermore in [14], detailed information regarding different
filtering topologies and design considerations for Chebyshev-
based filters are presented, but the model only considers an
open-loop process which does not account for the closed-loop
feedback effects of the filter outputs in the FR control loop.
In this paper, the split signal optimization and closed-loop
components are considered in the proposed FR signal model.

The participation of Traditional Generators (TGs) and ESSs
in primary FR and the role of ESS in recovering the SoC
in the secondary FR process is examined in [15]. A BESS
control strategy to improve the dynamic performance of AGC
is studied in [16]. In [17], the split of Area Control Error
(ACE) among TGs and BESS using an index that captures
the available FR capability of a BESS is proposed, while the
scheduling of TGs and ESS based on Control Performance
Standard 1 (CPS1) compliance is reported in [18]. However,
Communication Delays (CDs) or mathematical models of the
SoC of the ESS, which are not all jointly included in any of
the aforementioned works, have the potential to impact the FR
performance [19], [20].

From the aforementioned literature review, it can be con-
cluded that the actual benefits of ESSs can be only realized
if there is an appropriate filtering strategy for the FR signal,
splitting the FR signal into a slow and a fast component,
while considering operational limitations, which is still a work
in progress. Therefore, the present paper contributes to the
on-going efforts of FR design and system impact studies
considering fast acting ESSs as follows:

e A novel Hq-filter design procedure is proposed to opti-
mally split the FR signal into fast and slow components,
to improve the FR performance in terms of minimizing
ACE variations. This presents an advantage with respect
to existing approaches, where currently no optimization
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or systematic tuning procedures, if any, are publicly
available.

o The proposed FR signal filter is integrated into a previ-
ously validated Ontario Power System (OPS) FR sim-
ulation model that includes CDs and ESSs, including
SoCs, to form an Integrated Model of the FR process. The
Integrated Model accounts for the closed-loop feedback
effects of the outputs of the filter in the frequency control
process, which are not considered in existing practical
models based on open-loop system representations.

o The application of the proposed Integrated Model to
the OPS is used to demonstrate the expected impact of
fast response ESSs on the FR process, accounting for
and evaluating the effect of CDs and limited regulation
capacity, which have not been both considered in practical
systems before.

The rest of the paper is organized as follows: Section II
briefly discusses fast FR in power systems, presents an
overview of ESS technologies used for such services, and
briefly describes the previously developed and validated FR
simulation model that is used as the Base Case. Section III
details the FR signal filter design and its integration in the
Base Case Model to develop the proposed Integrated Model.
Section IV presents simulation results and discussions of a
validated model of the Ontario grid, demonstrating the impact
of CDs and limited capacity on the FR process. Finally,
Section V highlights the main conclusions and contributions
of the paper.

II. BACKGROUND
A. FR in Power Systems

FR in power systems refer to the dynamic control loop
that maintains the system frequency at 50/60 Hz, given a
predefined tolerance, by maintaining the power generation and
load balance in the system [21]. As part of the FR process, the
control loop calculates the ACE, which is the instantaneous
mismatch between the measured and scheduled interchange,
considering the frequency bias effect and, the meter error
correction, and is given by [22]:

ACE = (NI, — NL,) — 10B(f, — f.) — IME (1)

where all the parameters and variables in this and other
equations and models are defined in the nomenclature sec-
tion. This generalized equation is used in an interconnected
system where each Balancing Authority (BA) is assigned
FR responsibilities. The resulting FR signal, based on the
ACE, is sent to the assigned regulating assets at specified
time intervals, which depending on the system complexity,
technology used, and/or size, can be 2 to 4 s for large grids
[22].

ESS grid-scale projects have been deployed to support
FR services in different systems [3]. The maturity of BESS
and FESS technology has opened the door to analyze and
implement strategies taking advantage of their fast response
characteristic, and various studies have analyzed the technical
benefits and capacity limits of different fast regulating assets
while complying with the performance standards (e.g., [4]).

In general, ISOs’ FR strategy has evolved to allow for more
than one regulation signal depending on the assets’ ramp rate
constraints. For example, a traditional or slow changing FR
signal is sent to conventional generators (e.g., hydro power
and gas turbines); while fast changing assets, such as FESS
and BESS, are sent a faster changing FR signal that accounts
for the higher ramp rates of these technologies [3].

B. Fast FR Technologies

FESS and BESS have been widely deployed for FR services
due to their fast response characteristic [23]-[25]. FESSs are
well suited for FR applications since they have a very high cy-
cle life (hundred of thousands of cycles), a long operational life
(about 20 years), high round trip efficiency (up to 95%), high
power density, insensitivity to deep discharges, fast response
time (ms), discharge times of seconds to minutes, and are
environmentally safe and have modular characteristics [24],
[25]. Also, cost reduction trends, power/energy modularity,
and industry competition have made batteries and BESS a
feasible technology for on-grid ancillary services and off-
grid applications [24]. Depending on the type of battery
(conventional, advanced, metal air, or flow), the round trip
efficiency varies between 60% and 95%, discharge times are
from seconds to hours, response times are in the order of
ms, and have lifetimes of up to 25 years [24], [25]. However,
despite all the characteristics that make these ESS technologies
suitable for FR provision, both FESSs and BESSs have a
limited storage capacity that impact the provision of FR
services, as analyzed in this paper.

C. FR Model

The dynamic model used here for FR studies is explained
in detail in [26], and corresponds to a large interconnected
power system with ESS, which in 2020 had a peak demand
of 24.4 GW [27], and a typical FR scheduled capacity of
+100 MW [28]. This dynamic model, which is illustrated
in Fig. 1 and referred to as the Base Case Model in this
paper, considers all relevant stages in the FR control process.
The bulk power system and ESSs, particularly FESS and
BESS, are modeled in detail from a FR perspective, including
the ESS SoC management model. Furthermore, CDs in the
signals sent from/to the control center to/from the facilities
contracted for FR are also considered. This model has been
validated using a practical transient stability model of the
North American Eastern Interconnection (NAEI), and real
data of the OPS, including a 2 MW/0.5 MWh FESS, and
a 4 MW/2.76 MWh BESS, used for FR provision by the
Independent Electricity System Operator (IESO) of Ontario.
For the proposed Integrated Model, the BESS and FESS
capacity has been scaled up to properly analyze the impact
of fast regulation in the Ontario system. The real data used
for the validation of the Base Case Model has resolution of 1
S.

The Base Case Model in Fig. 1 has two group blocks: Bulk
System and ESS. The first block in the Bulk System group
block is the ACE calculation, whose input signals are NI, f,,
NI, fs, IP, and IME. A function of IP, F(IP) is included
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Fig. 1: Validated FR simulation model of a bulk power system with ESS (Base Case Model) [26].
. . . (weighted) (weighted)
in this block to represent the differences between Fhe ACE exogenous inputs exogenons outputs
measured data and model results, and the output signals of
this block are the ACE and SRgsgs signals. The ACE signal W —> GP — 7
enters an existing ACE filtering block, which removes fast
signal changes that TGs are not able to react to, and outputs the
ACE yijgereq signal. This signal enters the AGC block, whose
purpose is to calculate the SR signal sent to the aggregated
model of the TGs contracted for regulation. The output of this U P Y

block, Prca., together with Pp, Pgr, Press and Pggss
are sent to the system block. The latter, which represents the
primary frequency response of the elements in the system and
the tie-lines power, uses these inputs to calculate the signals
NI, and f,, and then sends them back to the ACE calculation
block, closing the FR control loop.

The ESS group block includes two blocks. The first block
is the Set-Point (SP) calculation block, which receives the
SREss signal from the ACE calculation block, RC, and
AVgss, BPmpss, M ggs, and M ggg signals from the ESS
models. The SP calculation block outputs the SP signal
SPgss, which is later sent to the ESS facilities, i.e., FESS and
BESS, and is in essence a scaled version of the SRpgg signal
taking into account the SoC of the ESS facilities. The second
block in the ESS section corresponds to the ESS model of
the facility, including their SoC management model, yielding
PESS, SOCEss, MESS, MESS’ AVEss, and BPmESS« These
last four signals are fed back to the SP calculation block
considering CDs.

Observe that the FR signals sent from the control center to
TGs and ESS facilities are created independently from each
other, thus there is the need for a coordinated control of these
signals, as proposed in this paper.

control signals sensed outputs

Fig. 2: General control problem formulation.

III. DESIGN OF H5 FILTER FOR FR SIGNAL
A. Filter Design

The design approach used here is to filter the FR signal
by producing a slowly-varying component or RegA to be
provided to the slow regulating resources, while the remaining
fast component or RegD is provided to the fast regulating
facilities, as in the PJM electricity market [7]. This is done to
take advantage of the fast changing power output characteristic
of ESSs in the FR control loop. Hence, it is assumed here,
as per general practices, that fast response ESS technologies,
i.e., FESS and BESS, receive the RegD signal due to their
fast response characteristics. Slower types of ESS technologies
such as compressed-air and thermal ESSs can also be added
to the FR control loop, receiving the RegA signal due their
prolonged discharging and slower power output characteristics.

The design of the filter is formulated as an optimal control
design problem, based on the general control configuration
shown in Fig. 2, consisting of a Generalized Plant (GP) trans-
fer function GP(z), which includes weights, interconnected
with a controller ®(z). The controller ®(z) processes the
available measurements Y to produce the control signal U.
The signal W models exogenous inputs/disturbances, and the
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Fig. 3: Optimal control configuration.

signal Z contains controlled variables that the designer wishes
to keep small [29]. The blocks can be represented by the
transfer matrix relationship

- )] e

U=d(2)Y 3)

The control problem is to design ®(z) such that the Hs
norm of the closed-loop transfer function from W to Z, given
by GPll(Z) + GPlg(z)fI)(z)(I — GP22(Z)©(Z))71GP21(Z),
is minimized in the s sense; see, e.g., [29] for a formal
definition of the H2 norm. Effectively, this procedure mini-
mizes the sensitivity transfer function from W to Z, thereby
suppressing the effect of the exogenous disturbances W on the
controlled variables Z. Under standard technical assumptions,
this control problem is solvable via routine computational
methods [29] which are implemented in Matlab [30].

The design of the proposed filter for FR is now cast
into this general framework, as shown in Fig. 3. The signals
Y7 and Y5 correspond to ACE and cumulative ACE signals,
which are the plant measurement outputs provided to the
controller; Uy and Us correspond to RegA and RegD, which
are the control inputs the filter produces (the outputs of the
filter). The generalized plant GP(z) illustrated in Fig. 4 is
constructed from the simplified nonlinear version of the Base
Case FR Model depicted in Fig. 1 through the following steps.
First, all signal loops that would enter the new filter ®(z)
are broken by removing the ACE filtering and AGC blocks.
Next, nonlinearities such as limiters are removed, and all ESS
systems are approximated as ideal set-point followers; this
is done to obtain a simplified linear time-invariant model.
Finally, the exogenous inputs W and performance outputs Z
are identified, and associated weighting filters @y, (z) and
®z,(2) are added, where i and j are associated with each
element in W and Z, respectively. The exogenous disturbance

vector W models the inputs [Pp Pgr fs NI, IP F(IP)]".
The vector signal Z = [Z; Zo Z3 Z4)" contains the error
outputs to be kept small, which corresponds to cumulative
ACE, high frequency component of RegA, low frequency
component of RegD, and ACE signals, which are penalized
by the @4, (2) to ®, (z) filters. The state-space representation
of GP(z) is obtained by implementing the model in Fig. 4
in Simulink® and by using the Matlab function 1inearize,
which yields the matrices A, B, C, and D corresponding to the
state space representation at time zero of the transfer function
GP(z) in (2). The dimensions of the state-space matrices for
the case with delays are Asgxs50, Bsoxs, Cex50, and Dgxs,
while for the case without delays are Aj2x12, Bioxs, Cex12,
and D6><8-

The various filters ®yy,(z) and ®z,(2) in Fig. 3 are not
physically present, but are design variables of the optimal
control problem. These filters specify the magnitude of the
disturbance/error signals, and allow to shape the closed-loop
response by weighting the importance of disturbances and
error variables over desired frequency ranges.

The filters @y, (2) are selected as constant gains here, based
on the largest change observed in the real data provided by
the TESO for each input i. The filters @z, (z) and Pz, (z) are
selected as constant gains. The RegD signal should contain
relatively little low-frequency content, while the RegA signal
should contain relatively little high-frequency content, and
hence, ¢z, (%) and @z, (z) include a constant gain multiplying
a high-pass and low-pass filter, respectively. The high-pass
filter penalizes the high frequency content in RegA, while
leaving the low frequency behaviour unchanged. Conversely,
the low-pass filter discourages high frequency content in
RegD, which encourage ESS facilities to provide a fast power
response. The high- and low-pass filters can be determined
based on the analysis of the discrete Fourier transform of
the measured ACE signal. Furthermore, all the constant gains
present in the filters ®7 (z) can be determined using a
recurrent process, which included a Genetic Algorithm (GA)
described next.

The first GA step is to set the initial individual, which
corresponds to the set of constant gains in ®, (2); these gains
together with the ®yy, (z) filters selected are then inserted in
GP(z). The filter ®(z) is generated using the Matlab function
h2syn that computes a stabilizing H,-optimal controller ®(z)
for the plant G P(z) [30]. Next, ®(z) is added to the Base Case
Model to arrive at an Integrated Model, described below, and
the Root Mean Squared Error (RMSE) of the ACE signal for
a one day period is calculated. The GA determines the next
individual, and the process continues until the stopping criteria
is met and the individual that yields the lowest RMSE of ACE
is selected.

The solution to the optimal control problem illustrated in
Fig. 3 requires that one appropriately selects the weighting
filters ®yy, and ®z,. The computation of the filter ®(z) that
minimizes the norm of the transfer function from W to Z
(while guaranteeing stability of the linear system) can then
be systematically solved via standard methods in either H,
or H., frameworks, as explained in [29]. In this study, the
‘Ho synthesis procedure produced better results compared to
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Fig. 4: Simplified Linearized System and Generalized Plant GP(z)

the H, procedure, as measured by smaller RMSE and Mean
Absolute Error (MAE) of the ACE signal for the simulation
studies presented in Section IV, and hence only the results for
the H filter design are described in what follows.

B. Filter Integration

The Integrated Model shown in Fig. 5 corresponds to the
Base Case FR Model in Fig. 1 with some modifications and
the addition of the proposed s filter. The modifications, pre-
sented in green, include a Proposed Set-Point (PSP) calculation
replacing the SP calculation block, and the substitution of
the ACE filtered and AGC blocks by the designed filter. The
Ho filter is implemented using its state-space representation,
which has two input signals: ACE and cumulative ACE, and
two outputs: RegA and RegD, which go through a limiter
block. Thus, RegAj corresponds to RegA limited between
+RCpr¢q, which is the FR capacity of TGs, and RegDy, is
RegD limited between +=RC'rsg, which is the FR capacity of
fast response resources. The RC'ggg is obtained by adding the
FESS and BESS FR capacity limits RCrgpss and RCpgss,
respectively.

Since the Integrated Model considers limited FR capacity
and the SoC model of the facilities, six cases are possible, de-
pending on whether the TGs are limited or not, and depending
on whether the ESS is limited, SoC limited, or neither. Within
these six cases, two extreme cases can arise: both TGs and
ESSs reach their limits, or TGs reach their limit while the
ESS facilities are not able to follow the SP signals because
of their SoC limits. If these two extreme cases arise and
the load-generation mismatch increases, the filter will receive
increasing ACE and cumulative ACE signals, hence increasing
the requirement from the regulation resources through RegA
and RegD. However, since the facilities are not able to
follow their SP signals, the error will keep accumulating, and
the requirement from the facilities will continue increasing.

This saturation in the filter is an issue that can be corrected
by implementing the following conditional integration anti-
windup strategy:

Clp =

1V {[(RegDL <O0A MFESS = BPFEgs)
(RegDr, > 0 A Mpgpss = BPrpss)A
[(RegD, < OANMppss = BPgrss)V
(RegDr, > 0 A Mpgss = BPppss)|A
(RegA > RCpg V RegA < —RCpg)A
[sgn(—RegA) = sgn(ACE)|A
[sgn(—RegD) = sgn(ACE)|}V
{(RegA > RCr¢ V RegA < —RCrg)A
( egD > RCgss V RegD < RCESS)
[sgn(—RegA) = sgn(ACE)|A
[sgn(~RegD) = sgn(ACE)]}

0 otherwise

4)

where Clp can be equal to 1 or 0, depending on the
stated logic conditions, which consider the values and signs
of RegDy, RegA, the upper and lower limits of BESS and
FESS, and the sign of the ACE signal. This signal controls the
input switch to the cumulative discrete block in Fig. 5, so that
when Clp = 1, the switch is set to its upper position, forcing
the first filter input to O to avoid saturation; otherwise, when
Clp = 0, the switch is set to its lower position, so that the
corresponding filter input is the cumulative value of the ACE
signal.

In addition, BPrggss and BPggss should be set in the con-
trol center; currently these values are close to 0 for the IESO,
but can be different if the ESS facilities are also considered for
energy arbitrage. The last four inputs of the anti-windup block
contain SoC information for the ESS facilities, and since they
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Fig. 5: Filter integration into the Base Case Model of Fig. 1 (Integrated Model).

come from these facilities, a CD is considered.

The proposed filter sends RegA and RegD signals consid-
ering the SoC of fast resources and capacity limits of ESSs
and TGs, and depend on the conditions of the system, working
in a coordinated manner. The hard energy neutrality condition
or the soft neutrality condition on the RegD signal, like those
implemented in PJM [31], are not included here, to avoid
issues such as over procuring fast response resources or having
the ESS facilities work against the system FR needs to achieve
the hard neutrality condition. The controller proposed here acts
to bring the ACE back to zero through an optimal coordinated
control between fast and slow resources, thus optimizing the
use of those resources while considering system limitations.
Furthermore, since the ESS are exclusively being used for FR,
there is no need to force this signal to meet an energy neutral
condition, from the ISO perspective.

The SP calculation in [26] is modified here so that the
FR capacity from FESS and BESS can be significant as
compared to the TGs FR capacity, which is not the case in
[26], where these are assumed to be small. The ESS facilities
are considered to have different capacity limits here; thus, the
FR signal RegDy sent to FESS and BESS is multiplied by
a factor apgpss or apgpss for FESS or BESS, respectively
(arppss + aprpss = 1), which indicate their respective
capacity contributions to the total ESS capacity required for
FR. Accordingly, the SP calculation in Fig. 1 is modified in
the PSP blocks as follows:

SPpss =

0 VY AVgss =1, agpssRegDr > 0,
Mgss = BPgss

0 VY AVgss =1, agssRegDy, < 0,
Mpgs = BPpss

apssRegDy ¥V AVpss =1, RCpss #0, )
Mpss # BPess, Mess # BPgss

apssRegDy ¥V AVgss =1, RCgss # 0,
aESSRegDL 2 07 MESS 7é BPESS

aEssRegDL V AVESS = 1, RCESS 7& 0,
apssRegDr <0, Mpes # BPrss

In this calculation, the ESS SP signal S Pggg for either FESS

or BESS is equal to 0 or agssRegDy, depending on the values
of AVgss, agssRegDy, RCggs, and the facility’s SoC,
included in the signals M ggs and M pgs. If the apssRegDy,
signal indicates that the facility should charge or discharge, but
this is not possible from the SoC management perspective, the
SP is set to 0. Otherwise, S Pgggs is equal to agssRegDy,. An
idle state of the ESS, which has not been considered before,
is enforced through this PSP calculation.

The proposed filter produces two different signals, RegA
and RegD, with similar characteristics to the current PIM FR
approach. However, the proposed strategy has the following
main advantages over the current PJM signals. First, the
proposed RegA and RegD are the result of an optimal control
design problem which incorporates the aggregated dynamics
of traditional FR resources, along with approximate CDs and
an aggregated model of the bulk power system. Incorporation
of the dynamic effects directly in the design stage leads to
improved closed-loop response. Second, the PIM neutrality
condition, which caused over procuring issues in PJM, is not
included here.

Since the proposed approach takes advantage of the ESS
high ramp rates, the H,, anti-windup method, and PSP calcu-
lation could be implemented in ISOs that have adopted FERC
Order 755, such as MISO, CAISO, ISONE, NYISO, and
others, to take advantage of the fast regulation resources that
are currently part of their regulation markets and to coordinate
traditional and fast resources. These ISOs have already modi-
fied their market structure to include ESS fast power responses,
calculating the mileage and including a performance factor,
which can be obtained from the RegD signal of the proposed
filter. In addition, the proposed integrated model can be used to
determine different regulation capacities for both conventional
and fast response resources and a conversion factor between
regulation products, as in PJM [4].

IV. SIMULATION STUDIES

This section presents the simulation results of the proposed
Integrated and Base Case Models for the OPS, for comparison
purposes. For the cases considering limited FR capacity, the
assumed scheduled capacity is 2100 MW and £50 MW from
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TGs and ESS, respectively, since currently, the IESO schedules
a minimum of £100 MW from TGs and £7.05 MW from ESS.
This assumed ESS regulation capacity includes a 25 MW/6.25
MWh FESS and a 25 MW/50 MWh BESS (currently these are
2 MW/0.5 MWh for FESS, and 4 MW/2.76 MWh for BESS).
The values of arpgss and agggs are both 0.5, because both
FESS and BESS are assumed to have the same capacity. The
FESS and BESS models can be dispatched for energy with
BPpgss > 0 [26]; in the present studies, BPrgss = 0 and thus
the total available capacity is used for regulation, as this is
the current practice at the IESO. For visualization purposes, a
window of 8000 seconds is considered for all the simulation
studies.

The values chosen for the ®yy,(z) filters for the OPS
studies are the following, based on the highest change on the
corresponding input:

Dy, (2) = 1000 MW, Py, (z) = 1000 MW,

1000 MW
B, (2) = — 5 Pw,(z) = 1000 MW,  (6)
Dy, (2) = 100 MW, By, (2) = 100 MW

where B, i.e., the BA bias, is 2,482 MW/Hz [26].
The optimal values of the GA process for the &z, (z)
obtained for the OPS are as follows:
0.99z — 0.99

(7
0.00162 + 0.0016
ey 2a(x) =515

The matrices A, B, C, and D defined in Section III-A
can be found in [32]. These matrices are used to obtain the
controllers ®(z) for all the cases presented in this section.

It is important to mention that the real data used for the
simulations in this section correspond to the following signals
of April 1st, 2019: f,, NI,, IME, IP, Pgr, and Pp. This
data has been provided by the IESO and has been re-sampled
to 1 s resolution.

®4,(2) = TT967.58

A. Impact of CDs

When CDs are ignored, the FR signals are calculated at the
control center at time ¢, and sent to the FR facilities, which are
immediately received by them, and their responses sent back
instantly to the control center. The TGs and ESS facilities act
on these FR signals, reducing the ACE. However, CDs exist
in the FR process and thus the ACE is not corrected instantly;
hence, the error keeps accumulating and more regulation
resources are needed to correct it. Ignoring CDs in real systems
can potentially lead to errors in determining the FR capacity
needed and the impact of regulating resources in reducing the
ACE.

Fig. 6 and Fig. 7 presents the Base Case and Integrated
Model results considering limited FR capacity without and
with CDs of 7 = 4s for most signals, and 7 = 30s for the
TG regulation signal, as it is currently the case in Ontario.
Note the significant reduction in ACE in Fig. 6 due to the
absence of CDs. The proposed filter, included in the Integrated
Model, takes into account CDs in the design process and in the
system to send appropriate FR signals. Observe that Prgggs
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Fig. 6: Base Case Model and Integrated Model comparison for limited FR
capacity and without considering CDs.

TABLE I: Impact of CDs on the FR process.

Case RMSE MAE Mean SD
[MW] [MW] [MW] [MW]
No CDs
Base Case Model limited FR cap. 32.57 25.16 -4.60 32.24
Integrated Model limited FR cap. 21.79 14.52 -2.22 21.68
With CDs
Base Case Model limited FR cap. 46.35 3645 -6.15 4594
Integrated Model limited FR cap. 38.45 29.73 -3.18 38.32

and Pppss, which are the response of FESS and BESS to
RegD, move faster in the Integrated Model than the Base
Case, while the Prg, signal in both models is similar.

Table I presents the RMSE and MAE of the ACE signal
measured with respect to the ideal ACE (i.e., 0 MW), and the
mean and Standard Deviation (SD) of the same signal for the
Base Case and Integrated Models without and with CDs. The
MAE of the Integrated Model is 58% and 82% of the error
of the Base Case Model without and with CDs, respectively.
In addition, the RMSE, mean, and SD are closer to zero for
the cases with the Integrated Model, specially for the case
without CDs. These results highlight the importance of CDs
in the FR process. Certainly, by eliminating or at least reducing
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Fig. 7: Base Case Model and Integrated Model comparison for limited FR
capacity and considering CDs.

TABLE II: Impact of regulation capacity limit on the FR process.

C RMSE MAE Mean SD
e [MW] _[MW] [MW] [MW]
No CDs
Base Case Model unltd. FR cap. 231.45 22936 -1.28 231.46
Integrated Model unltd. FR cap.  13.53 10.39 -0.01 13.53
Base Case Model Itd. FR cap. 32.57 25.16 -4.60 3224
Integrated Model Itd. FR cap. 2179 1452 -2.22 21.68
With CDs
Base Case Model unltd. FR cap. 1632 1505 -1.40 1632
Integrated Model unltd. FR cap. 31.33 2435 -0.06 31.32
Base Case Model Itd. FR cap. 46.35 36.45 -6.15 4594
Integrated Model Itd. FR cap. 3845 29.73 -3.18 38.32

CDs, the ACE can be improved by up to 42% without adding
extra FR capacity. It should be mentioned that for the case
of the system without CDs, the delays were ignored in the
filter design process, while for the case with CDs, these were
considered.

B. Impact of Limited Regulation Capacity

Fig. 6 and Fig. 8 present the results of the Base Case
and Integrated Models considering limited and unlimited FR
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Fig. 8: Base Case Model and Integrated Model comparison for unlimited FR
capacity and without considering CDs.

capacity, respectively, and no CDs; likewise, Fig. 7 and Fig. 9
present the two cases considering CDs in the FR process.
For unlimited FR capacity without and with CDs, note in
Fig. 8 and Fig. 9 that the Base Case becomes unstable. This
happens because RegA and RegD are generated independent
of each other, resulting in an uncoordinated operation of the
FR resources. A similar FR signal is sent to the AGC block,
where the RegA is calculated, and sent to the SP calculation
blocks, where SPrgrss and SPgggg are calculated, which are
basically the same signal scaled to each facility’s capacity, but
since unlimited capacity is considered, the entire RegD is sent
to both FESS and BESS. Hence, at every time interval, three
times the FR requirement is requested from the regulation
facilitates (TGs, FESS, and BESS); such overcompensation
creates a regulation requirement in the opposite direction of
the error on top of the generation-load mismatches for the
next time interval. This keeps happening at every time interval
making the system unstable. The situation is worse when CDs
are considered, since the ACE keeps accumulating due to
overcompensation of regulation resources and also due to the
delays in the response from facilities contracted for FR.
Table II presents the RMSE, MAE, mean, and SD of the
ACE signal related to all cases with limited and unlimited
FR capacity and without and with CDs. The Integrated Model
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yields better results compared to the Base Case Model under
the same conditions, in all the cases. In addition, as expected,
when unlimited FR resource capacity is considered in the
Integrated Model, the RMSE, MAE, mean, and SD of the
ACE are close to zero compared to the cases with limited FR
resources. The ideal case presented in this table corresponds
to the Integrated Model considering unlimited FR capacity
and no CDs. However, the ACE is not zero in this case
because the TGs have a time response characteristic that causes
some accumulation of the ACE. The MAE is reduced by 72%
compared to the Base Case Model using limited FR capacity
and considering CDs. Even though the ideal case may not
be achievable due to impossibility to eliminate all CDs, this
result provides an idea of the maximum improvement in the
FR process, measured as a reduction in the ACE profile.
Considering unlimited capacity in the Integrated Model
and analyzing the maximum regulation requirement allows
for overall power sizing of traditional and fast regulation
requirements to achieve optimal ACE reduction. Thus, when
analyzing the case with CDs, the maximum regulation capac-
ities from TGs, FESS, and BESS are +167 MW, +61 MW,
and 61 MW, respectively, while for the case without CDs
the maximum required capacities are £180 MW, +42 MW,
and £42 MW, respectively. These capacities are for a time

capacity required by the system, as a comparison of the results
shows for the Base Case Model and Integrated Model with
limited capacity and CDs, which reflect the existing system
FR limitations. Thus, varying FR capacities for TGs were
considered, while keeping the ESSs’ capacities fixed at 50
MW, as shown in Table III. Note that when the total FR
capacity is reduced by 30 MW of the Integrated Model, i.e.,
for 70 MW of TG capacity, the RMSE, MAE, Mean, and SD
for the ACE are closer to zero compared to the Base Case
Model. Observe also that, even by reducing 50 MW of FR
TG capacity in the Integrated Model, most of the results in
Table III are closer to zero than the ones obtained for the Base
Case Model.

The IESO spent $51,197,491 in FR for the period of
January 1, 2019, to December 31, 2019, scheduling typically
+100 MW of TG at all times [28]; thus, the approximate
cost of 1 MW of scheduled FR capacity would be $511,975.
Assuming that similar and possible better system FR can be
accomplished with the planned £150 MW total FR capacity
of slow and fast resources considered in Table III, for the same
period and at the same cost per MW, the total FR costs would
be $76,796,250. Therefore, by implementing the proposed
filter, which would allow to reduce the FR capacity by at least
30 MW, as it improves the system FR with respect to the
Base Case Model, the total potential savings for the IESO
would be $15, 359, 250. This potential savings only relates to
the operational costs of the system without considering further
potential savings due to additional infrastructure requirements
or economic benefits of lower ACE values. In spite of the
broad assumptions made on this calculation, the likely cost
savings demonstrate the possible economic benefits, besides
the technical ones, of the proposed filter.

C. Effect of Proposed ESS Set-point Calculation

The effect of the PSP calculation using the Integrated Model
is presented in Fig. 10, and considers CDs and limited FR
capacity. The RMSE, MAE, mean, and SD of the ACE for
the Base Case, which uses SP calculation, and the Integrated
Model with the SP and PSP calculation, are presented in
Table IV. Although, the SP calculation in the Integrated Model
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Fig. 10: Integrated Model with SP and PSP calculation comparison for
limited FR capacity and considering CDs.

TABLE IV: Impact of PSP calculation in the FR process.

Case RMSE MAE Mean SD
MW] [MW] [MW] [MW]
Base Case Model SP calculation 46.35 36.45 -6.15 4594
Integrated Model SP calculation = 44.00 34.06 -3.71 43.85
Integrated Model PSP calculation 38.45 29.73 -3.18 38.32

TABLE V: Impact of anti-windup strategy on the FR process.

C RMSE MAE Mean SD
ase [MW] [MW] [MW] [MW]
Base Case Model 46.35 3645 -6.15 4594
Integrated M. without anti-windup 40.88 31.45 -0.28 40.88
Integrated M. with anti-windup 3845 29.73 -3.18 38.32

provides smaller errors as compared to the Base Case, the PSP
calculation in the Integrated Model yields better results and
allows taking advantage of the coordinated control provided
by the proposed Hy filter strategy.

D. Effect of Proposed Anti-windup Strategy

Fig. 11 presents a comparison of the Integrated Model
without and with the proposed anti-windup strategy explained
in Section III-B. Although, the Integrated Model ignoring or

11
= x10*
Z 13 T T T T T T T
=
21.25
5 | | | | h i
0 1000 2000 3000 4000 5000 6000 7000 8000
x10*
1.4 B
1.35 | | L L L L
0 1000 2000 3000 4000 5000 6000 7000 8000
100 T T T y .
0 R
100 | | | | L L L |
0 1000 2000 3000 4000 5000 6000 7000 8000
20 T T T T r 3
0
-20
0 1000 2000 3000 4000 5000 6000 7000 8000

SOC piss PppssIMW]Prpss[MW] Prg,[MW]  Per[MW]

1000 2000 3000 4000 5000 6000 7000 8000
100 T T T T T T T
550 q
Ul) 1000 2000 3000 4000 5000 6000 7000 8000
2 100 T T T T T T T
23250 4
S - ; :
5 0 1000 2000 3000 4000 5000 6000 7000 8000
=60
=
59,99 | L L | | L |
0 1000 2000 3000 4000 5000 6000 7000 8000
22000 ‘ \ \ \ \ \ \
21800
21600 f | s
0 1000 2000 3000 4000 5000 6000 7000 8000
200 T T T T T T T
= 100+
=]
& O
g
= -100] A
-200+ A B
300/ 1 . . . 1 1 .
) 1000 2000 3000 4000 5000 6000 7000 8000
Time [s]
Load Total power dispatch Schedule value

Integrated Model with anti-windup

Integrated Model without anti-windup

Fig. 11: Integrated Model with and without anti-windup strategy comparison
for limited FR capacity and considering CDs.

including the anti-windup strategy yields better ACE than the
Base Case, as shown in Table V, the anti-windup strategy
reduces the ACE further by avoiding saturation when all the
facilities reach their limits, or when the TGs are at their
capacity limits and the ESS cannot follow RegD due to their
SoC. An example of the effect of the anti-windup strategy
when saturation occurs is highlighted in the shaded area A
in Fig. 11, where the saturation condition and the lack of
anti-windup strategy yields a larger ACE as compared to the
case with anti-windup. Since saturation cases can occur several
times during the day, the presence of the anti-windup strategy
is essential to take full advantage of the proposed H. filter.
The standard filter design method used in this paper guaran-
tees local stability and robustness of the overall system [29].
Thus, the Integrated Model was designed to be locally stable,
which is confirmed by the results of the simulations depicted
in Fig. 6 to Fig. 11. In particular, Fig. 8 and Fig. 9 show that
the overall nonlinear system that includes the designed filter
is stable and robust, since it stabilizes the system under the
conditions that cause instability in the Base Case Model.

V. CONCLUSIONS

This paper presented an optimized H filter strategy to split
the FR signal into a slow RegA signal sent to TGs, and a
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fast RegD signal sent to ESSs, to take advantage of the fast
response characteristics of FESS and BESS. The proposed Ho
filter strategy was implemented in a previously validated FR
model of the OPS. The quantification of the impact of the
proposed filter strategy on the FR performance was measured
in terms of the reduction in ACE. Simulation results for the
OPS showed that, in all cases, the proposed filter yielded
better results as compared to the existing FR process. It was
noted that CDs negatively affected the FR process and a 60%
reduction in the MAE of ACE was achieved by adding the
proposed filter strategy, eliminating the CDs, with the same FR
capacity; the proposed filter produced FR signals that worked
in a coordinated manner avoiding instability in the system.
Furthermore, it was shown that the proposed Integrated Model
could be used for sizing of FR facilities by assuming unlimited
ESS capacity. A PSP calculation method and anti-windup
strategy were also proposed to take full advantage of the
novel H, filter strategy, demonstrating their relevance for
the FR process. From the ISO perspective, the participation
of ESS and the proposed filtering strategy can improve the
performance of the regulation process and reduce the overall
capacity requirement for FR services.
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