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Abstract—In this paper, a new consensus-based distributed
secondary control (DSC) strategy is proposed for frequency
control, dc-voltage regulation, and optimal dispatch (OD) in
isolated hybrid ac/dc-microgrids (HMGs), while all the units
are maintained within limits. The proposed control scheme
dispatches the distributed generators (DGs) within the microgrid
in compliance with the Karush-Kuhn-Tucker (KKT) conditions of
a linear optimal power flow (OPF) formulation. Furthermore, the
power through the interlinking converters (ICs) is also dispatched
to help minimize the total operation cost of the microgrid. The
controllers rely on local measurements and information from
neighbouring devices at both sides of the microgrid (DGs and
ICs). Thus, unlike the conventional methods, the microgrid is
considered as a single entity and not as three independent
systems interacting with one another, and the OD is calculated
considering both the ac-DGs and dc-DGs. Extensive simulations
demonstrate a good performance of the controller amid load step
changes and unit congestion, driving the system to an optimal
economic operation.

Index Terms—Distributed control, hybrid ac/dc microgrid,
secondary control, optimization, cost minimization.

I. INTRODUCTION

THE ongoing improvements in power electronic technolo-
gies and advances in capabilities of microprocessors,

towards implementation of more complex control strategies,
have allowed researchers to intensify their efforts in research
and development in the area of microgrids (MGs). In the
literature, a MG has been defined as an electrical system
capable of integrating different distributed generation (DG)
units and loads, which can use alternating current (ac) or direct
current (dc), or both [1]–[3]. Considering the advantages of
MGs [4], [5], a lot of effort has been devoted to developing
control strategies for both ac and dc-MGs [5]–[7]. Recently,
special attention has been given to the study of hybrid ac/dc-
MGs (HMGs), as HMGs allow for simplified and efficient
integration of both ac and dc generations and loads, as well
as energy storage systems into one electrical system [8].
Typically, a HMG is composed by an ac-MG and a dc-MG,
which are interconnected through interlinking converters (ICs),
as depicted in Fig. 1. This configuration allows for fewer ac/dc
conversions [9], [10], leading to power quality improvement
and power loss reduction.

Controlling the DGs working collaboratively in a HMG is
more complex than when the MGs are operating separately. In
addition to controlling the local voltages and the power gener-
ated by the DGs within each MG, the interaction of the DGs
on both sides (i.e., ac-DGs and dc-DGs) must be controlled.

Fig. 1. General topology for a hybrid ac/dc-MG with multiple ICs.

Thus, control of power transfer through ICs is crucial for
achieving the required performance of the HMG [11]. On the
other hand, the implementation of centralized controllers is not
recommended when the MG has a large number of DGs and/or
ICs since its implementation is infeasible (the computational
burden is too high) and it is prone to single-point failures [12],
[13]. Therefore, the distributed control approach is preferred
since each agent in the MG needs to communicate only with
its neighbouring agents, which improves the reliability and
security of the MG’s operation.

Different objectives can be defined for the operation of the
DGs, the most common being active power-sharing among
DGs on both sides based on power ratings of units [14], [15],
or active power-sharing within MGs and transferring power
through the IC in case one MG is overloaded [16]. However,
in all cases the HMG is considered as three independent
systems interacting with one another and not as a single
entity. The main focus of this work is on developing a
distributed secondary control (DSC) strategy that considers
the HMG as a single entity, and not as three independent
systems interacting with one another. In addition to restoring
the variables modified by the primary control to their nominal
values, the proposed control strategy must be capable of
solving the optimal dispatch (OD) problem of a HMG in real
time, in order to minimize the total operating costs of the MG.

During the last couple of years, significant efforts have been
made in the research on HMGs. Consensus-based schemes to
minimize the operation cost in HMGs have been reported in
[17]–[22]. The authors in [17]–[19] solve the economic dis-
patch problem in the hybrid ac/dc-microgrid with a distributed
approach. However, none of these control schemes consider
the restoration of the variables modified by the primary control
loop. Secondary control has been considered in [20], [21]
and a stability analysis has been included in [22]. However,
the losses in the ICs are not considered in the problem
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formulation of these proposals, which is not consistent with
one of the objectives of studying hybrid ac/dc-microgrids:
reducing the ac-to-dc (and dc-to-ac) conversion power losses.
In conclusion, there is still room for research on this topic
since all proposed control strategies have drawbacks and they
do not consider a secondary distributed control approach to
integrate the secondary variables restoration of both sides in
a HMG as a single entity while reducing conversion losses.

The contributions of this work, with respect to the current
literature, can be summarized as follows:

• A coordinated distributed secondary control strategy for
HMGs is proposed, which treats the HMG as one elec-
trical entity and not as three independent systems (i.e.,
ac, dc, and IC). The proposed strategy achieve seamless
restoration of the variables modified by the primary con-
trol at both sides of the HMG, while achieving operation
cost minimization.

• The active powers transferred through the ICs are con-
sidered in the consensus functions and algorithms pro-
posed in this work, which avoids circulating currents and
achieves a loss minimization in the ICs.

• The viability and effectiveness of the proposed control
strategy have been validated through a simulation study
using a 33kW HMG.

The rest of the paper is organized as follows. The model
of the HMG studied in this work is derived in Section II,
and the formulation of the optimization problem is presented
in Section III. The distributed secondary control algorithms
proposed for HMGs are presented in Section IV. Simulation
study and results are extensively discussed in Section V.
Finally, Section VI provides some concluding remarks.

II. HYBRID ac/dc-MICROGRID MODELLING

An isolated hybrid ac/dc-MG composed of a balanced
three-phase ac-MG, and a dc-MG, interconnected through
several ICs is considered. A simplified topology for the system
under study is presented in Fig. 1, with a set of ac-buses
Jac = {1, . . . , Jac}, a set of ac-DGs Nac = {1, . . . , Nac},
a set of dc-buses Jdc = {1, . . . , Jdc}, a set of dc-DGs
Ndc = {1, . . . , Ndc}, and a set of ICs NIC = {1, . . . , NIC}.
For simplicity, a lumped load is modelled on each side
of the HMG (i.e., ac-Load PD

ac and dc-Load PD
dc), which

also includes the line losses. Red arrows show the reference
direction of the power flow in the MG: DGs supply power to
the system, loads absorb power from the system, and direction
of power flow in the ICs is taken as positive when power flows
from dc-side to ac-side, and vice versa.

In the ac-MG, buses i and j are connected through inductive
lines of impedance Zij = rij + jxij . On the other hand,
in the dc-MG, buses j and i are connected through resistive
lines of resistance Rji. Generation units (ac-DGs and dc-DGs)
inject real power PG

ac−i, P
G
dc−j to the MG, which is constrained

within minimum and maximum limits. The ICs transfer power
bidirectionally according to the control set-points, constrained
within minimum and maximum limits. The power losses in the

TABLE I
PARAMETERS FOR EQUATION (2).

Power flow ηIC
k ηLOSS

k

P ac
IC−k > 0 from dc to ac 1

1−ζLOSS
k

ζLOSS
k

1−ζLOSS
k

P ac
IC−k < 0 from ac to dc 1− ζLOSS

k −ζLOSS
k

kth IC
(
PLOSS
IC−k

)
can be empirically modelled as a fraction of

the power through this device [23]
(
ζLOSS
k %

)
, as follows

PLOSS
IC−k = ζLOSS

k P ac
IC−k (1)

Since the modelled ICs lack an energy storage unit, the
power at both sides of the kth IC (and its power losses)
are not independent and can be expressed as a function of
other variable in the IC

(
e.g., the power P ac

IC−k or P dc
IC−k

)
.

Moreover, only power at one port of the kth IC can be
controlled. Arbitrarily, in this case, the power in the ac-port
P ac
IC−k is the variable to be controlled and it is the variable

defined as independent in the IC. Then, the variables in the
kth IC are expressed as shown in (2), where constants ηICk
and ηLOSS

k depend on the direction of power through the IC,
and are shown in Table I.

P dc
IC−k = ηICk P ac

IC−k (2a)

PLOSS
IC−k = ηLOSS

k P ac
IC−k (2b)

Now, from Fig. 1, the following equations can be deduced:

P ac
IC = PD

ac − PG
ac (3a)

P dc
IC = PG

dc − PD
dc (3b)

where PG
ac =

∑
i∈Nac

PG
ac−i and PG

dc =
∑

j∈Ndc
PG
dc−j are the

total power generated by the ac-DGs and dc-DGs, respectively,
and P ac

IC =
∑

k∈NIC
P ac
IC−k and P dc

IC =
∑

k∈NIC
P dc
IC−k are the

total power at the ac-port and dc-port, respectively, transferred
through the ICs.

Now, the total power transferred through multiple ICs (P ac
IC)

is defined as a function of the generated powers, as shown in
(4). Moreover, the power transferred through each IC

(
P ac
IC−k

)
can be dispatched in order to reduce the losses and, therefore,
minimize the operation cost of the HMG.

P ac
IC(P

G
ac,P

G
dc) =

1

1 + ηIC
(
PD
ac − PG

ac + PG
dc − PD

dc

)
(4)

where PG
ac = {PG

ac−i : i ∈ Nac},PG
dc = {PG

dc−j : j ∈ Ndc}
are the set of power generated by the ac-DGs and dc-DGs,
respectively.

III. OPTIMIZATION PROBLEM FORMULATION

The optimization problem considered in this work deter-
mines the least-cost dispatch of controllable DG and IC units
in a HMG while maintaining generation and power transfer
within limits. Constraints impose the latter condition on DGs
power injections and ICs power transfer. The formulation is



IEEE TRANSACTIONS ON SMART GRID 3

based on a system representation with constant line losses
lumped with the loads as follows:

minimize
PG

ac,P
G
dc,P

ac
IC

∑
i∈Nac

Cac
i

(
PG
ac−i

)
+

∑
j∈Ndc

Cdc
j

(
PG
dc−j

)
(5a)

subject to PD
ac + PD

dc + PLOSS
IC = PG

ac + PG
dc, (5b)

P ac
IC =

∑
k∈NIC

P ac
IC−k, (5c)

PG−
ac−i ≤ PG

ac−i ≤ PG+
ac−i, ∀i ∈ Nac, (5d)

PG−
dc−j ≤ PG

dc−j ≤ PG+
dc−j , ∀j ∈ Ndc, (5e)

P ac−
IC−k ≤ P ac

IC−k ≤ P ac+
IC−k, ∀k ∈ NIC (5f)

where Cac
i (PG

ac−i) and Cdc
j (PG

dc−j) are convex cost functions,
Pac

IC = {P ac
IC−k : k ∈ NIC} is the set of power transfer through

the ICs, and PLOSS
IC =

∑
k∈NIC

PLOSS
IC−k is the total power lost

in the ICs.
From the optimization problem, (5b) is the power balance

constraint, (5c) is the power transfer constraint, and (5d)-(5f)
are the power limits constraints. The upper power limits are
defined by the superscripts G+ and ac+, while the lower power
limits are defined by the superscripts G- and ac-.

The objective function of the optimization problem is
strictly convex and the constraints are linear. It is assumed
that Slater’s constraint qualification condition holds, implying
strong duality, and that the problem may be studied through
its Lagrange dual. Thus, considering the optimization problem
formulated in (5a)-(5f), the Lagrangian function can be written
as follows:
L
(
PG

ac,P
G
dc,P

ac
IC, λ

G, λIC, . . .

. . . , α+
ac−i, α

−
ac−i, α

+
dc−j , α

−
dc−j , α

+
IC−k, α

−
IC−k

)
=

∑
i∈Nac

Cac
i

(
PG
ac−i

)
+
∑

j∈Ndc

Cdc
j

(
PG
dc−j

)
+ λG

PD + PLOSS
IC −

∑
i∈Nac

PG
ac−i −

∑
j∈Ndc

PG
dc−j


+ λIC

(
P ac
IC −

∑
k∈NIC

P ac
IC−k

)
+
∑

i∈Nac

α+
ac−i

(
PG
ac−i − PG+

ac−i

)
+
∑

i∈Nac

α−
ac−i

(
PG−
ac−i − PG

ac−i

)
+
∑

j∈Ndc

α+
dc−j

(
PG
dc−j − PG+

dc−j

)
+
∑

j∈Ndc

α−
dc−j

(
PG−
dc−j − PG

dc−j

)
+
∑

k∈NIC

α+
IC−k

(
P ac
IC−k − P ac+

IC−k

)
+
∑

k∈NIC

α−
IC−k

(
P ac−
IC−k − P ac

IC−k

)

(6)

where the Lagrange multiplier λG is associated with the power
balance constraint (5b), λIC with the power transfer constraint
(5c), {α+

ac−i, α
−
ac−i, α

+
dc−j , α

−
dc−j} with the maximum and

minimum power outputs of DGs in equations (5d)-(5e), and
{α+

IC−k, α
−
IC−k} with the power limits of the ICs in equation

(5f). Now, using (2) and (4), the KKT optimality conditions
of the optimization problem are as follows:

Stationary condition :

∂L
∂PG

ac−i

= 0 = ∇Cac
i

(
PG
ac−i

)
− λG

(
2ηIC

ηIC + 1

)
− λIC

(
1

ηIC + 1

)
+ α+

ac−i − α−
ac−i, i ∈ Nac (7a)

∂L
∂PG

dc−j

= 0 = ∇Cdc
j

(
PG
dc−j

)
− λG

(
2

ηIC + 1

)
+ λIC

(
1

ηIC + 1

)
+ α+

dc−j − α−
dc−j , j ∈ Ndc (7b)

∂L
∂P ac

IC−k

= 0 = λGηLOSS
k − λIC

(
P ac
IC−k − P ac

IC

P ac
IC−k

)
+ α+

IC−k − α−
IC−k, k ∈ NIC (7c)

Complementary slackness

α+
ac−i

(
PG
ac−i − PG+

ac−i

)
= 0, i ∈ Nac (7d)

α−
ac−i

(
PG−
ac−i − PG

ac−i

)
= 0, i ∈ Nac (7e)

α+
dc−j

(
PG
dc−j − PG+

dc−j

)
= 0, j ∈ Ndc (7f)

α−
dc−j

(
PG−
dc−j − PG

dc−j

)
= 0, j ∈ Ndc (7g)

α+
IC−k

(
P ac
IC−k − P ac+

IC−k

)
= 0, k ∈ NIC (7h)

α−
IC−k

(
P ac−
IC−k − P ac

IC−k

)
= 0, k ∈ NIC (7i)

Primal feasibility :

(5b), (5c), (5d), (5e) and (5f)
Dual feasibility :

α+
ac−i, α

−
ac−i, α

+
dc−j , α

−
dc−j , α

+
IC−k, α

−
IC−k ≥ 0 (7j)

Note that for each i ∈ Nac and j ∈ Ndc, (7a) and (7b) can
each be solved respectively to obtain the Lagrange multiplier
λG, while for each k ∈ NIC, (7c) can be solved to obtain the
Lagrange multiplier λIC; as useful notation, the corresponding
solutions are denoted as

λG
ac−i :=

ηIC + 1

2ηIC
(
∇Cac

i

(
PG
ac−i

)
+ α+

ac−i − α−
ac−i

)
− λIC

2ηIC

(8a)

λG
dc−j :=

ηIC + 1

2

(
∇Cdc

j

(
PG
dc−j

)
+ α+

dc−j − α−
dc−j

)
+

λIC

2
(8b)

λIC
k :=

P ac
IC−k

[(
ηICk − 1

)
λG + α+

IC−k − α−
IC−k

]
P ac
IC−k − P ac

IC

(8c)

where, by optimality, (9a) and (9b) must hold.

λG = λG
ac−i = λG

dc−j , ∀i ∈ Nac, ∀j ∈ Ndc (9a)

λIC = λIC
k , ∀k ∈ NIC (9b)

We can interpret λG
ac−i as a Lagrange multiplier for the ith

DG on the ac-side, λG
dc−j as a Lagrange multiplier for the jth

DG on the dc-side, and λIC
k as a Lagrange multiplier of the kth

IC. Based on the optimality conditions of the OD problem, a
distributed control strategy is designed with the objective of
providing secondary variables regulation (i.e., frequency and
voltage regulation in the ac-MG, and voltage regulation in the
dc-MG), while driving the HMG with multiple ICs to an OD
that complies with the KKT conditions (7).
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IV. PROPOSED DISTRIBUTED SECONDARY CONTROL

The distributed control scheme proposed in this section
aims to regulate the secondary variables in a HMG, while
maintaining optimality of dispatch. The control scheme is
designed for the three components of the HMG. On the other
hand, the design of the control scheme is based on the convex
optimization problem (5a)-(5f) presented in Section III. The
required communication network and the control strategies
proposed for DGs and ICs are explained in the following.

A. Communication Structure Requirements

A communication network is required for the implementa-
tion of the proposed distributed controller. The distributed bidi-
rectional communication network is modelled by an undirected
graph G(V, E , A) where V = {1, . . . , n} is a labeling of the
DGs, E ⊆ V×V is the set of communication links, and A is the
n× n weighted adjacency matrix of the graph, with elements
aij = aji ≥ 0. Particularly, it is considered that (i, j) ∈ E if
node i sends information directly to node j, and in this case,
aij > 0 [24]. Thus, the sparsity pattern of the adjacency matrix
A encodes the topology of the communication layer.

Let xi ∈ R denote the value of some quantity of interest at
bus i; in our specific context, xi will be an internal controller
variable. It is said the variables xi achieve consensus if xi(t)−
xj(t) → 0 as t → ∞. If the A matrix have a spanning tree,
i.e., there is a path from any single node to any other one in
the communication graph, consensus can be achieved via the
following algorithm [26]:

ẋi = −
∑

j∈N(i)
aij (xi − xj) (10)

B. Control scheme proposed for the ac-DGs

The control scheme proposed for the ac-DGs is responsible
for regulating the frequency on the ac-side, while minimizing
the operation cost of all the DGs in the HMG. It is given by

ωi = ω∗ +Mac−iP
G
ac−i +ΩG

ac−i (11a)

Ω̇G
ac−i = −kaac−i (ωi − ω∗) + Λac

ac−i + Λdc
ac−i (11b)

Λac
ac−i = −kbac−i

∑
j∈Nac

aij
(
λG
ac−i − λG

ac−j

)
(11c)

Λdc
ac−i = −kcac−i

∑
j∈Ndc

aij
(
λG
ac−i − λG

dc−j

)
(11d)

α̇+
ac−i = µa

ac−i max

{
PG
ac−i − PG+

ac−i +
kdac−i

µa
ac−i

α+
ac−i, 0

}
− kdac−iα

+
ac−i (11e)

α̇−
ac−i = µb

ac−i max

{
PG−
ac−i − PG

ac−i +
keac−i

µb
ac−i

α−
ac−i, 0

}
− keac−iα

−
ac−i (11f)

λG
ac−i =

η̂ICi + 1

2η̂ICi

(
∇Cac

i

(
PG
ac−i

)
+ α+

ac−i − α−
ac−i

)
− 1

2η̂ICi
λ̂IC
i (11g)

A block diagram of the proposed controller is presented
in Fig. 2a. The reactive power injections are not considered

TABLE II
DATA TRANSFERRED BETWEEN AGENTS.

To ac-DGs To dc-DGs To ICs

From ac-DGi λG
ac−i λG

ac−i λG
ac−i

From dc-DGj λG
dc−j λG

dc−j λG
dc−j

From ICk λIC
k , ηIC λIC

k , ηIC λIC
k , P̂ ac

IC−k, P̂
dc
IC−k

in the formulation of the optimization problem since it is
assumed that the ac-DSC described in [25] controls reactive
power injections to regulate voltages in the ac-MG. Thus, the
proposed scheme focuses on frequency and dc-voltage control
by means of optimally dispatching of real power of DG units.

The term ΩG
ac−i in (11a) is a secondary control action to

drive the units to their OD level. Specifically, the frequency
droop controller in (11a) is perturbed by the control action
ΩG

ac−i, in order to change the dispatch of the ac-DGs until all
DGs satisfy the consensus condition (9a), which corresponds
to the (unique) dual variable associated with the demand-
supply balance equation of the HMG’s OD problem, (5b).

The λG
ac−i of each ac-DG that complies with the stationarity

condition is calculated from (11g). Variables α+
ac−i and α−

ac−i

are local control actions to keep the active power dispatch of
ac-DGs within limits, which in equilibrium correspond to the
dual variables associated with maximum and minimum power
limits, respectively. The control actions α+

ac−i and α−
ac−i are

obtained from (11e) and (11f), respectively. In these equations,
an increase in the values of the control actions is induced
whenever ac-DGi goes beyond its maximum or minimum
active power dispatch levels. Also, control actions α+

ac−i and
α−
ac−i are driven down to zero by the controller if the active

power dispatch of ac-DGi is strictly within limits. In (11b)-
(11f), k{a,b,c,d,e}ac−i , µ{a,b}

ac−i are positive gains which can be used
to adjust the dynamic response of the proposed algorithm.

The calculation of λG
ac−i in (11g) requires information from

the ICs (variables η̂ICj and λ̂IC
j ). However, it is not mandatory

for all the ac-DGs to be communicated with (at least) one IC.
Therefore, a distributed estimator is proposed. The estimate of
the variables from the ICs (i.e., η̂ICj and λ̂IC

j ) are calculated
with the distributed observers shown in (12), where variables
η̂ICk and λIC

k are received from the ICs communicating with ac-
DGi. The term λIC corresponds to the (unique) dual variable
associated with the power transfer through the ICs (5c).

˙̂ηICi = −
∑
j∈N

aij
(
η̂ICi − η̂ICj

)
−

∑
k∈NIC

aik
(
η̂ICi − η̂ICk

)
(12a)

˙̂
λIC
i = −

∑
j∈N

aij

(
λ̂IC
i − λ̂IC

j

)
−

∑
k∈NIC

aik

(
λ̂IC
i − λIC

k

)
(12b)

In (12), N = {Nac,Ndc}. The variables sent/received by the
ac-DGs are summarized in Table II.

C. Control scheme proposed for the dc-DGs

The control scheme proposed for the dc-DGs is responsible
for regulating the voltage of the dc-side of the MG, while
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From [25]

(12)

(11a)

(11b)
(11c)
(11d) (11e)

(11f)

(11g)
(12)

(13a)

(13b)
(13c)
(13d) (13e)

(13f)

(13g)

(14a)
(14b)
(14c)(14d)

(15) Fig. 3

Fig. 2. Proposed distributed secondary control for: (a) ac-MG (ac-DSC), (b) IC (IC DSC), (c) dc-MG (dc-DSC).

minimizing the operation cost of all the DGs in the HMG
(13). It is given by

Vj = V ∗ +Mdc−jP
G
dc−j +ΩG

dc−j (13a)

Ω̇G
dc−j = −kadc−j (Vj − V ∗) + Λdc

dc−i + Λac
dc−i (13b)

Λdc
dc−i = −kbdc−j

∑
i∈Ndc

aji
(
λG
dc−j − λG

dc−i

)
(13c)

Λac
dc−i = −kcdc−j

∑
i∈Nac

aji
(
λG
dc−j − λG

ac−i

)
(13d)

α̇+
dc−j = µa

dc−j max

{
PG
dc−j − PG+

dc−j +
kddc−j

µa
dc−j

α+
dc−j , 0

}
− kddc−jα

+
dc−j (13e)

α̇−
dc−j = µb

dc−j max

{
PG−
dc−j − PG

dc−j +
kedc−j

µb
dc−j

α−
dc−j , 0

}
− kedc−jα

−
dc−j (13f)

λG
dc−j =

η̂ICj + 1

2

(
∇Cdc

j

(
PG
dc−j

)
+ α+

dc−j − α−
dc−j

)
+

1

2
λ̂IC
j (13g)

A block diagram of the controller is shown in Fig. 2c. The
term ΩG

dc−j in (13a) is a secondary control action to drive the
units to their OD level. Precisely, the voltage droop controller
in (13a) is perturbed by the control action ΩG

dc−j , to change
the dispatch of the dc-DGs until all DGs satisfy the consensus
condition (9a), which corresponds to the (unique) dual variable
associated with the demand-supply balance equation of the
HMG’s OD problem, (5b).

The λG
dc−j of each dc-DG that complies with the stationarity

condition can be calculated from (13g). Variables α+
dc−j and

α−
dc−j are local control actions to keep the active power

dispatch of dc-DGs within limits, which in equilibrium cor-
respond to the dual variables associated with maximum and
minimum active power limits, respectively. The control actions

α+
dc−j and α−

dc−j are obtained from equations (13e) and (13f),
respectively. In these equations, an increase in the values of
the control actions is induced whenever dc-DGi goes beyond
its maximum or minimum active power dispatch levels. Also,
control actions α+

dc−j and α−
dc−j are driven down to zero by

the controller if the active power dispatch of dc-DGj is strictly
within limits. In (13b)-(13f), k{a,b,c,d,e}dc−j and µ

{a,b}
dc−i are positive

gains of the controllers. The variables sent/received by the dc-
DGs are summarized in Table II.

D. Control scheme proposed for the ICs

In addition to contributing to the minimization of the
operation cost by transferring power between the two sides of
the HMG, the ICs must dispatch the power transferred through
them in order to reduce the losses in the ac-to-dc (and vice-
versa) conversion and, therefore, help reaching the OD point.
The controller shown in Fig. 2b is proposed for achieving the
aforementioned control tasks based on (14).

Ṗ ∗
IC−k = −τaIC−k

∑
i∈Nac

∑
j∈Ndc

aikajk
(
λG
ac−i − λG

dc−j

)
− τ bIC−k

∑
h∈NIC

akh
(
λIC
k − λIC

h

)
(14a)

α̇+
IC−k = µa

IC−k max

{
P ac
IC−k − P ac+

IC−k +
τaIC−k

µa
IC−k

α+
IC−k, 0

}
− τaIC−kα

+
IC−k (14b)

α̇−
IC−k = µb

IC−k max

{
P ac−
IC−k − P ac

IC−k +
τ bIC−k

µb
IC−k

α−
IC−k, 0

}
− τ bIC−kα

−
IC−k (14c)

λIC
k =

P ac
IC−k

P ac
IC−k − P ac

IC

[(
ηICk − 1

)
λG + α+

IC−k − α−
IC−k

]
(14d)

In (14a)-(14d), P ∗
IC−k is the power through the kth IC,

which is positive when transferred from the dc-side to the



IEEE TRANSACTIONS ON SMART GRID 6

(16)

(16)

(17)

From
Fig. 2b

To
Fig. 2b

Fig. 3. Block diagram for the estimator implemented in the ICs.

ac-side, and negative in the opposite direction, and λG is the
average value of the variables λG

ac−i and λG
dc−j received from

the DGs communicating with ICk, as follows

λG =

∑
i∈Nac

aikλ
G
ac−i +

∑
j∈Ndc

ajkλ
G
dc−j∑

i∈Nac
aik +

∑
j∈Ndc

ajk
(15)

The control actions α+
IC−k and α−

IC−k are local control
actions to keep the active power transferred through ICk

within limits, which in equilibrium correspond to the dual vari-
ables associated with maximum and minimum active power
limits, respectively. The first term at the right-hand side in
(14a) produces a power transfer from the cheaper side to
the more expensive side by comparing the values of λG

ac−i

and λG
dc−j . The second term at the right-hand side in (14a)

changes the dispatch of the ICs until they satisfy the consensus
condition (9b), which corresponds to the (unique) dual variable
associated with the power transfer equation of the HMG’s OD
problem, (5c).

The constant ηIC that relates the total power at the ac-side
of the ICs to that at the dc-side of the ICs must be known
by the ac-DGs (11g) and dc-DGs (13g). This constant can
be easily calculated in a HMG with a single IC using (2a).
However, this calculation is more complicated when multiple
ICs and a distributed communication network are considered
since each IC does not know the amount of power being
transferred through all the others.

In this case, the total power transferred through the ICs in
a HMG can be estimated with local information from ICk

(k ∈ NIC) and its neighbouring ICs [26]–[28], as shown in
Fig. 3. Let Γ̂k be the estimate of the variable Γ (e.g., the total
power transferred through the ICs at the ac-side P ac

IC or the
dc-side P dc

IC ), γk be the local variable (P ac
IC−k or P dc

IC−k), akh
be the element of the adjacency matrix which represent the
communication channel between ICk and ICh (k, h ∈ NIC),
and g be the total number of ICs in the HMG. Then, the total
power transferred through the ICs can be estimated with a
distributed observer [27], as follows:

Γ̂k = g · γk −
∫ ∑

h∈NIC

akh

(
Γ̂k(τ)− Γ̂h(τ)

)
dτ (16)

Therefore, the constant η̂ICk for implementing the controllers
proposed in (11g) and (13g) is calculated as shown in (17).
Moreover, the total power transferred at the ac-side of the ICs
needed in (14d) is estimated using (16).

η̂ICk = P̂ dc
IC−k/P̂

ac
IC−k, ∀k ∈ NIC (17)

The variables exchanged by the ICs are shown in Table II.

In this way, the controller proposed in sections IV-B, IV-C
and IV-D, drives the system to an OD point, i.e., it complies
with the KKT conditions of the optimization problem. In
steady-state, the optimality condition (9a) is enforced by (11b),
(13b) and (14a).

V. SIMULATION RESULTS

In order to validate the proposed control strategy, its perfor-
mance is assessed in a case study using the HMG configuration
presented in the online Appendix A [29]. The simulated
system is composed of fifteen units: six ac-DGs composing
the ac-MG, six dc-DGs composing the dc-MG, and three ICs
for interconnecting the ac-MG and the dc-MG. The nominal
voltage in the ac-MG is 415V@50Hz (phase-to-phase RMS
voltage), while in the dc-MG the nominal voltage is 400V.

A. Test #1: Operation Test

In this test, different parts of the controller are sequentially
enabled in order to highlight the effect of different terms within
the control scheme. The local-load of the 12 DGs remains
constant, as summarized in Table III. The total load of the
HMG is 24.6kW (9.9kW on dc-side and 14.7kW on ac-side),
i.e., 74.5% of the nominal active power (33.0kW). The load
power on the dc-side (R1, . . . , R6) is 66.0% of the nominal
power of this side (15.0kW); meanwhile, the active load power
on the ac-side (Z1, . . . , Z6) corresponds to 81.7% of 18.0kW.
The reactive power loads are not considered since the proposed
control strategy is not affecting the reactive power on the ac-
MG. The results for this test are shown in Fig. 4 and Fig. 5.

TABLE III
HYBRID ac/dc-MG, BASE LOAD CONDITIONS.

Load kW Load kW Load kW Load kW
R1 0.9 R4 2.4 Z1 2.5 Z4 2.4
R2 1.3 R5 1.5 Z2 1.7 Z5 2.1
R3 2.1 R6 1.7 Z3 2.3 Z6 3.7

The simulation starts with the inner, primary and secondary
controllers enabled. Regarding the distributed secondary con-
trol loop, only the optimization within each MG considering
the operation limits constraints and the restoring terms are
enabled (independently).

For 0s < t < 50s, the DGs are operating within limits (see
Fig. 4a for PG

ac−i and Fig. 4d for PG
dc−j), and the Lagrange

multipliers associated with the power limits constraint are zero
(see Fig. 4b for α+

ac−i and Fig. 4e for α+
dc−j). The secondary

variables are properly regulated (see Fig. 4c for frequency and
Fig. 4f for dc-voltage). On the other hand, the power through
the ICs is zero (see Fig. 5a) and, therefore, the losses in the
ICs are also zero (see Fig. 5c). The λG consensus is achieved
within each MG (see Fig. 5e) and the total operating cost is
shown in Fig. 5d [CT = 820.55 ($/h)].

At t = 50s, optimization among all the DGs is enabled.
On the other hand, the λIC consensus and the ICs limits
constraints are maintained deactivated.

Enabling the λG consensus produces an increase in the
power generated in the cheaper MG (dc-MG, see Fig. 4d)
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Fig. 4. Simulation Test #1: (a)&(d) Active power generated by ac-DGs (PG
ac−i) and dc-DGs (PG

dc−j ), respectively. (b)&(e) Lagrange multiplier for generated
power constraints (α+

ac−i and α+
dc−j ). (c)&(f) Secondary variables (frequency and dc-voltage).

and a decrease in that of the more expensive one (ac-MG, see
Fig. 4a). Furthermore, dc-DG1 and dc-DG2 touch the upper
power limit but, in steady-state, only the former one is fixed at
the maximum value (PG

dc−1 = PG+
dc−1 = 2.5kW ), as explained

by the Lagrange multiplier associated with the limits constraint
(see Fig. 4e). The secondary variables are maintained within
limits after the transient (see Fig. 4c for frequency and Fig. 4f
for dc-voltage).

Since the power through the ICs flows from the dc-MG
to the ac-MG, the power transfer is positive, as depicted in
Fig. 5a. On the other hand, since the λIC consensus is not
active (see Fig. 5f), the ICs only share the power for achieving
λG consensus. In this scenario, all the ICs are operating
within limits and the Lagrange multiplier associated with this
constraint is zero (see Fig. 5b). The total operating cost of the
MG is reduced when activating the optimization among DGs
[CT = 819.55 ($/h), see Fig. 5d].

The λIC consensus is activated at t = 150s. The ICs begin
to work collaboratively and they reach the same value of λIC,
as depicted in Fig. 5f. Moreover, a re-dispatch of the power
through the ICs is produced (see Fig. 5a) and, therefore, the
losses in the ICs change as well (see Fig. 5c). The re-dispatch
of the power through the ICs mildly affects the operation of the
DGs (see Fig. 4). On the other hand, since all the optimization
is now active, the total operating cost of the MG decreases
again [CT = 819.50 ($/h), see Fig. 5d].

Finally, the limits constraints for the power transfer through

TABLE IV
SUMMARY FOR THE TOTAL OPERATING COST.

Operating condition Time Cost ($/h)
Opt. within MGs 0s - 50s 820.55
Opt. among DGs 50s - 150s 819.55
λIC consensus 150s - 250s 819.50
ICs limits constraint 250s - 400s 819.52

the ICs are activated at t = 250s. The power through the IC
with the highest losses is decreased and those of the other two
are increased (see Fig. 5a). The Lagrange multiplier associated
with this constraint can be seen in Fig. 5b. Again, including
the power transfer limits constraints slightly increases the total
operating cost of the MG [CT = 819.52 ($/h), see Fig. 5d]
and marginally affects the operation of the DGs (see Fig. 4).

Summarizing, Table IV shows the operating cost for the
HMG under all the studied scenarios. It can be seen that, as
expected, the minimum operating cost is achieved when the
full optimization is enabled (i.e., including λIC consensus).
On the other hand, the total operating cost increases as new
constraints are being incorporated in the controllers.

B. Test #2: Load-steps

Now, the performance of the proposed strategies against
load steps is analyzed. The MG used in the previous test
is simulated, maintaining the parameters and communication
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Fig. 5. Simulation Test #1: (a) Active power through the ICs. (b) Lagrange multiplier for transfer power constraints (αac+
IC−k and αac−

IC−k). (c) Power losses
in the ICs. (d) Total operating cost. (e) Lagrange multiplier λG. (f) Lagrange multiplier λIC.

network (adjacency matrix) described before. The initial local-
load of the 12 DGs is the same as in the previous test (see
Table III). The results are shown in Fig. 6 and Fig. 7.

The simulation begins with all the controllers and the power
limits constraints enabled, i.e., the full optimization of the
MG is active. For 0s < t < 100s, the DGs are achieving
a λG consensus (see Fig. 7e) and the ICs are achieving λIC

consensus (see Fig. 7f).
The total operating cost of the MG (see Fig. 7d) is minimum

in this scenario [CT = 819.52 ($/h)], and the power through
the IC3 is touching the upper limit (see Fig. 7a for P dc

IC−3

and Fig. 7b for α+
IC−3). On the other hand, the dc-DG1

is generating its maximum power and the other DGs are
operating within limits (see Fig. 6a for PG

ac−i, Fig. 6d for
PG
dc−j , Fig. 6b for α+

ac−i, and Fig. 6e for α+
dc−j), while the

secondary variables are regulated (see Fig. 6c for frequency
and Fig. 6f for dc-voltage).

At t = 100s, a load step is applied at both sides of the HMG.
The load at the ac-side is step-decreased to 13.7kW (76.1% of
the nominal power at this side), while the load power at the
dc-side is step-increased to 12.1kW (80.7% of the nominal
power at this side). Due to the change in the load power,
the power through the ICs decreases until it is negligible
(P ac

IC−k ≈ 0), as shown in Fig. 7a. Moreover, the Lagrange
multiplier associated with the power transfer limit (α+

IC−3)
slowly decreases until it becomes zero (see Fig. 7b). The only
element that remains touching its upper operation limit is the

dc-DG1, which corresponds to the cheapest generator.
Despite the transient response, the secondary variables are

maintained within limits all the time (see Fig. 6c for frequency
and Fig. 6f for dc-voltage), and the λ consensuses are achieved
by the DGs (see Fig. 7e for λG) and by the ICs (see Fig. 7f
for λIC). The total operating cost for the new load condition
is CT = 812.85 ($/h), as shown in Fig. 7d.

At t = 200s, a new load step is applied at both sides of the
HMG; the load on the ac-side is step-decreased to 11.7kW
(65.0% of the nominal power at this side), while the load
power on the dc-side is step-increased to 13.1kW (87.3% of
the nominal power at this side). Due to the change in the
load, the power through the ICs now flows from the ac-MG
to the dc-MG, as depicted in Fig. 7a. One more time, the
IC with the lowest losses (IC3) touches its operation limits
and the Lagrange multiplier associated with this constraint is
increased (see Fig. 7b for α−

IC−3).
All DGs now are working within limits (see Fig. 6a for

PG
ac−i, and Fig. 6d for PG

dc−j), which is reflected in the
Lagrange multipliers associated with these constraints (see
Fig. 6b for α+

ac−i, and Fig. 6e for α+
dc−j). On the other hand,

all the secondary variables remain regulated within limits (see
Fig. 6c for frequency and Fig. 6f for dc-voltage). One more
time, the λ consensuses are achieved by the DGs (see Fig. 7e
for λG) and by the ICs (see Fig. 7f for λIC) all the time,
and the total operating cost for the new load condition is
CT = 801.89 ($/h), as shown in Fig. 7d.



IEEE TRANSACTIONS ON SMART GRID 9

PG
ac-1

PG
ac-2

PG
ac-3

PG
ac-4

PG
ac-5

PG
ac-6

PG
dc-1

PG
dc-2

PG
dc-3

PG
dc-4

PG
dc-5

PG
dc-6

V
dc-1

V
dc-2

V
dc-3

V
dc-4

V
dc-5

V
dc-6

Fig. 6. Simulation Test #2: (a)&(d) Active power generated by ac-DGs (PG
ac−i) and dc-DGs (PG

dc−j ). (b)&(e) Lagrange multiplier for generated power
constraints (α+

ac−i and α+
dc−j ). (c)&(f) Secondary variables (frequency and dc-voltage).

VI. CONCLUSION

In this paper, a new consensus-based distributed secondary
control strategy for HMGs has been proposed. This strategy
considers the HMG as a single entity. The strategy is capable
of restoring the variables modified by the primary control loop
to their nominal values, while optimizing the dispatch of the
DGs, in order to minimize the operation cost of the HMG.
Additionally, when the HMG has multiple ICs, the power
transfer is also dispatched between them towards total cost
minimization.

The proposed strategy considers a reduced communication
layer, as each agent in the HMG (i.e., each DG or IC)
is communicating only with its neighbouring DGs and ICs.
The proposed controller is capable of driving the MG to the
optimal operation point while respecting the output limits of
DGs and ICs. Simulation results were presented to validate
the distributed consensus-based secondary control strategy for
operating cost minimization (with multiple ICs) proposed in
this paper. The validation through simulation was performed
using a 33kW HMG with multiple ICs. The performance of
the controllers in all the cases met the expectations.
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