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Abstract

The transition to a more environmentally-friendly power system, predominantly driven by
Distributed Energy Resources (DERs) such as smart loads, Electric Vehicles (EVs), and
Photovoltaics (PVs) systems, signals a shift towards a new structural paradigm. Significant
challenges have emerged as more DERs, particularly those interfaced through inverters, are
integrated into the grid. These challenges include variability in power supply and reduced
rotational inertia, which contribute to more frequent frequency events and grid instabilities
globally. Despite these challenges, DERs offer potential solutions by participating in ancillary
service provision.

This thesis aims to harness the potential of DERs at the distribution network (DN)
as their integration increases. We focus on overcoming coordination challenges between
distribution and transmission networks to integrate DN-DERs in frequency support. To
achieve this goal, we develop a coordination framework for distribution networks to manage
the DERs. Subsequently, we integrate this DN framework with a recently proposed fast
frequency control scheme at the transmission network (TN) level.

In the first stage, we develop a hierarchical feedback-based control architecture for DN-
DER coordination. This architecture enables DNs to swiftly respond to power set-point
requests from the Transmission System Operator (TSO) while adhering to local operational
constraints and ensuring data privacy. The scheme minimizes inter-area communication
needs by leveraging physically adjacent areas within the DN control hierarchy. Rigorous sta-
bility analysis establishes intuitive closed-loop stability conditions, accompanied by detailed
tuning recommendations. Case studies on multiple feeders, including IEEE-123 and IEEE-
8500, validate the architecture using a custom MATLAB®-based application integrated
with OpenDSS©. Results demonstrate scalability and effective coordination of DERs in
response to TSO commands while managing local DN disturbances and operational limits.

In the second stage, we integrate the developed DN control framework into a TN
fast frequency control scheme by incorporating a simplified linear model of DN dynamics
into the TN control design framework. This integrated approach aims to enhance system
responsiveness and performance. To validate this approach, we conducted case studies
using the IEEE 9-bus TN system, incorporating IEEE-123 DNs structured according to
the hierarchical control framework developed in stage 1. The TN controller, designed with
the integrated DN dynamic model, demonstrated improved performance across various DN
feeder configurations and tuning scenarios.

Combining these stages yields a comprehensive solution that enhances overall system
stability and performance. By optimally utilizing DN-DERs to respond to the TN controller,
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which is designed with awareness of DN-DERs dynamics, the integrated solution resulted
in improved response times and reduced oscillations.
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Chapter 1

Introduction

1.1 Motivation

The world is shifting towards renewable energy to combat climate change and achieve a
sustainable energy future. Countries worldwide are striving to reduce their carbon footprints
by relying on renewable energy sources such as solar, wind and hydro. Advancements in
power electronics, manufacturing, and Information and Communication Technology (ICT)
are accelerating the transition from traditional power grids, which are predominantly driven
by fossil-fuel-based synchronous generators, to modern power systems that integrate a
diverse mix of resources [1, 2].

Ontario’s Provincial Government Clean Energy Plan, for example, outlines ambitious
targets to ensure a reliable, affordable, and clean energy supply to support economic growth
and the construction of over one million new homes by 2030 [3]. Central to the plan is
the acknowledgment of Ontario’s diverse energy mix, which includes hydroelectric, nuclear,
natural gas, solar, wind and bio-energy sources. However, the transition towards clean energy
poses significant challenges for grid stability and reliability. The increasing penetration of
Distributed Energy Resources (DERs), including smart loads and Electric Vehicles (EVs),
introduces complexities that traditional grid infrastructure struggles to accommodate [4–9].
As the integration of DERs increases, particularly Inverter-Based Resources (IBRs), system
stability is affected due to decreased overall system inertia, making the grid more sensitive
to load imbalances [8, 10].

In conventional power systems, generators preserve kinetic potential energy in their
rotating parts, which can be utilized in the event of a disturbance, enhancing system
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robustness [11]. However, as more DERs replace conventional generators, system robustness
is weakened since DERs are integrated through inertialess power converters and system
stability is compromised [12]. Various blackout incidents related to voltage instability or
large frequency deviations due to the increased penetration of DERs have been reported
[8, 13,14].

The transition to a more environmentally-friendly grid, predominantly driven by DERs,
signals a shift towards a new structural paradigm. This evolution adds complexity to
the operational strategies crucial for the reliable management of the bulk grid. Research
conducted by the California ISO (CAISO) highlights the uncertainties and variabilities
associated with these DERs, emphasizing the need for the implementation of faster and
more flexible regulation services to maintain system reliability [15].

Coordinated control of DERs — including battery/thermal storage, distributed genera-
tion, flexible load, and EVs — is one of the promising solutions to address these challenges
[16–19]. Indeed, DERs (or aggregations thereof) offer unique advantages for fast regulation
services, including low capital costs, integration within existing load centers, and, depending
on the resource, fast response to commands [16–19]. As DERs are primarily distribution-
connected [20,21], and are owned and operated by a variety of stakeholders (or consumer-
s/individuals), harnessing their full collective flexibility for emergency and ancillary services
to the bulk grid requires further advances in Transmission Network–Distribution Network
(TN–DN) coordination [19–21]. This work aims to develop a hierarchical framework that
enables safe and fast coordination of DERs and DER aggregates behind the substation,
while respecting operational boundaries and stakeholder privacy.

1.2 Power Grid Structure Overview

A general power grid structure incorporates DERs integrated at both TN & DN levels. The
DERs at the TN are usually larger in scale and capacity compared to those at the DN, and
the Transmission System Operator (TSO) can (in principle) directly control and utilize
them for ancillary services [22]. In today’s network, most DERs are integrated through the
DN [22].

If DN-DERs can be effectively utilized to respond to TSO requests in a manner similar
to TN-DERs, it would significantly enhance grid flexibility and reliability. However, this
is challenging due to the decentralized nature of DN-DERs. Despite these challenges, the
potential benefits are substantial. In the US, a rapid expansion of DERs is projected,
with the DER capacity predicted to reach 387 GW by 2025. This expansion is driven
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by a dynamic mix of resources, including Photovoltaic (PV) systems, EV infrastructure
and units, and residential load management (including smart loads) [23, 24]. This example
underscores that DN-DERs are not insignificant when collectively utilized, highlighting the
potential benefits of an effective utilization scheme.

As the power system landscape evolves, the traditional boundary between the TN and
DN is increasingly blurred by the integration of DERs [25]. Historically, the TN and DN
operated independently, with the TN responsible for large-scale power generation and bulk
energy transmission, while the DN passively delivered power to end-users. However, the
proliferation of DERs, including distributed generation, flexible demand, and energy storage,
is challenging this conventional separation, making the TN-DN boundary more fluid and
dynamic [25].

To address the complexities introduced by this shift, various coordination schemes
between the TN and DN have been investigated and proposed [26–28]. These schemes
encompass centralized, decentralized, distributed, and hierarchical approaches to effectively
utilize and control DERs within the DN, ensuring they can contribute to grid stability and
reliability
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Figure 1.1 depicts a general power grid structure that integrates DERs at both the TN
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and DN layers. This work focuses on utilizing DN-DERs to provide ancillary services to
the bulk grid by responding quickly to TSO commands. The TSO would issue requests
to the Distribution System Operator (DSO) to provide or consume power or to track pre-
scheduled set-points, for example. In turn, the DSO would optimally control the available
DERs to satisfy the request while maintaining grid constraints and meeting the reliability
and stability requirements. In our scheme, we maintain the privacy of the DN — there is no
sharing of internal structure, measurements, DER status, or other sensitive information with
the TN — and hence, this structure of coordination falls under decentralized coordination.

In the following subsection, we describe the ancillary services, their types, and their
critical role in maintaining system stability and reliability

1.2.1 Ancillary Services

Ancillary services ensure the operational reliability of the bulk power system. Although these
services represent a relatively small fraction of overall electric power costs, their importance
in maintaining system stability and preventing widespread outages is critical. Different
Independent System Operators (ISOs) may have variations in the types and definitions of
ancillary services they utilize. Ancillary services refer to a variety of functions that support
the transmission of electric power from generators to consumers while maintaining the
quality and reliability of the electricity supply.

As defined by the Federal Energy Regulatory Commission (FERC), ancillary services
are those services that are necessary to support the transmission of capacity and energy
from resources to loads while maintaining reliable operation of the Transmission Service
Provider’s transmission system in accordance with good utility practice [29, 30]. These
services are integral to the stability and efficiency of the power grid. They include various
types of reserves, frequency response services, voltage control, and black start capabilities,
among others [30].

Types of Ancillary Services

(i) Operating Reserves:

• Secondary Contingency Reserves: These are reserves that can be activated
to replace primary reserves and restore the system’s frequency back to its normal
state after an unexpected loss of generation [30].
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• Tertiary Contingency Reserves: These reserves come into play after sec-
ondary reserves and are used to manage longer-duration imbalances [30].

• Regulating Reserves: These reserves help manage minute-to-minute variations
in load and generation to maintain the balance between power supply and
demand [30].

• Flexibility Reserves: These are reserves maintained to accommodate forecast
errors and sudden changes in power demand [30].

• Ramping Reserves: These reserves address the need for additional power when
there is a significant change in demand over a short period [30].

(ii) Inertia Service: Inertia service helps in the initial response to a frequency distur-
bance by slowing down the rate of change of frequency, buying time for other frequency
control services to respond [30].

(iii) Frequency Response:

• Primary Frequency Response: This service involves the immediate and
automatic adjustment of active power output to stabilize the frequency following
a disturbance [30].

• Fast Frequency Response: A quicker response service than traditional fre-
quency response, providing immediate support to maintain system frequency
[30].

(iv) Voltage Support and Reactive Power: This service ensures that voltage levels
within the transmission system remain within required limits, which is vital for the
efficient operation of the power grid [30].

(v) Black Start and Restoration Services: These services enable the recovery of the
power grid from a total or partial shutdown without relying on external power sources
[30].

(vi) Long-Term Planning Reserves: These reserves ensure that sufficient generation
capacity is available in the long term to meet peak demand and provide a buffer
against unforeseen events [30].

In summary, ancillary services are vital for the reliable operation of the electric power
system, supporting various functions necessary for maintaining grid stability and preventing
disruptions. With this understanding in place, we now turn our attention to the criteria
for designing control architectures that can effectively utilize DERs within the DN layer to
participate in these essential services [31].

5



1.3 Candidate Control Architecture Criteria

Following the general power grid architecture considered, we end up with two control layers
that are going to be integrated together to utilize DN-DERs for ancillary services. Due to
the fact that multiple stakeholders are present, including various DSOs and independent
DERs operators, the TSO often lacks detailed visibility and control over the DN and
its resources. Additionally, operational constraints such as authority boundaries between
different operators and practical challenges like large delays in communication for extensive
networks, limited communication bandwidth, and restricted computing power make real-
time monitoring and control spanning large distribution feeders infeasible. Therefore, we
consider a decoupled design approach for each control layer, where each controller satisfies
and maintains a different set of requirements. In Chapter 2, we discuss and elaborate on
these requirements and evaluate recently proposed coordination methodologies against these
criteria.

1.3.1 Distribution Level Controller Criteria

For the goal of providing fast ancillary services to the bulk grid, a robust control architecture
for large-scale real-time coordination of DERs within distribution networks must adhere to
several key criteria:

• Rapid Coordination: Optimize resource coordination within a time-scale of seconds
or faster, as emphasized by recent studies on fast frequency and voltage regulation
[32–34].

• Model Independence: Minimize reliance on detailed system and component models,
preserving data and structural privacy for stakeholders [19], while mitigating the risk
of instability due to model mismatch or unexpected grid events.

• Localized Control: Prioritize the use of local models, measurements, and communi-
cation channels, with flexibility in the amount of measurement feedback utilized. This
adaptability is crucial given the ongoing development and potential cost constraints
associated with distribution-level data acquisition and communication infrastructures.

• Circuit Constraints: Ensure that the utilization of DERs does not cause local
imbalances within the distribution network.

These criteria, detailed in Section 2.2 and formulated as requirements, serve as funda-
mental benchmarks for assessing the efficacy of recently proposed coordination schemes.
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1.3.2 Transmission and Distribution Coordination Criteria

The transmission and distribution coordination architecture must meet several essential
criteria to ensure reliable and practical performance. These include:

• Minimal Data Sharing: Ensure the privacy of DNs and their DERs is maintained
by avoiding the need for detailed models, measurements, and structures behind the
meter1.

• Autonomous Coordination of DERs: DN-DERs are managed by the DN control
structure, independently from the TN controller2.

These criteria will be further detailed and formulated as requirements in Section 2.3.

1.4 Research Objectives

The primary goal of this work is to design and validate a control framework that coordinates
DN-DERs to participate in ancillary service provision by responding swiftly to TSO com-
mands. Additionally, this work aims to integrate the framework with a recently proposed
TN fast frequency control architecture. At first, a comprehensive list of requirements needs
to be formulated for the DN control layer and its integration with the TN controller follow-
ing the criteria above. Given that DN feeders potentially could host thousands of DERs
spanning large distances, a decentralized control framework is essential. Each controller
within the framework would have limited visibility over the network while managing DERs
under its authority. This decentralized approach necessitates a hierarchical structure that
ensures efficient control of DERs.

The decentralized approach requires that each controller within the framework relies on
local measurements and circuit models to optimize DER utilization, ensuring the protection
of data privacy across diverse control areas managed by different stakeholders. To ensure
robustness, the utilization of feedback-based optimization is essential in this framework.
This approach enables the system to respond to real-time data and dynamics, effectively
mitigating uncertainties and disturbances. This structured approach promotes cooperation

1This is based on the privacy concerns and cyber-threats due to increased data communication within
the grid [35, Sections 3.4 & 9.3]

2Without access to measurements within the DN, the TN controller could cause local imbalances within
the DN.
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among controllers to optimize DERs utilization while adhering to local circuit constraints.
Below, we articulate the research objectives:

(i) DN Hierarchical Control Structure
The first objective is to design a fast, reliable, scalable, and flexible control structure
that optimally coordinates DN-DERs in response to TSO requests. This work aims to
establish a hierarchical multi-area control architecture capable of swiftly coordinating
distribution-level DERs (and DER aggregates). A critical aspect of this architecture
is maintaining data privacy while being highly scalable to manage large distribution
feeders. The hierarchical setup requires cooperative efforts among controllers to meet
TSO commands, optimize resource utilization, and uphold local circuit constraints
(i.e., voltage and current). To ensure stakeholder privacy and enhance communication
efficiency within feeder structures, controller visibility will be restricted primarily
to their respective local authorities, referred to as Control Areas (CAs). Each CA
represents a specific segment of the network over which the controller has oversight
and control. Moreover, minimal information sharing between controllers will facilitate
faster and more efficient communication among CAs.

(ii) Integration of The DN Hierarchical Control Structure with fast frequency
TN Controller
The second objective builds directly upon objective (i), focusing on integrating the
developed DN control architecture with a recently proposed TN fast frequency con-
troller. Integrating DN dynamics into the TSO controller’s decision-making process
enhances robustness and stability, leading to a faster response and improved overall
system performance. To achieve this, we will derive a linear model of the hierarchical
DN control structure, which is then integrated within the TN controller design process.
The simplified linear model of DN will be provided by the DSO, ensuring integration
without exposing internal structures or private DERs data within the DN.

1.5 Contributions

Following the research objectives, we outline the main contributions of this work.
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1.5.1 Multi-Area Architecture for Real-Time Feedback-Based Op-
timization of Distribution Grids

In Chapter 3, we develop a novel hierarchical multi-area control architecture for coordinat-
ing DN-DERs. The proposed architecture maintains data privacy for stakeholders while
coordinating DERs on a time-scale of seconds or faster to fulfill TSO requests. The frame-
work utilizes advancements in feedback-based optimization to enhance system robustness
while minimizing the dependency on detailed system and component models. Operational
boundaries and stakeholder privacy are enforced by relying on local measurements and
through the introduction of the concept of Virtual DER (VDER), which acts as an inter-
face between neighboring Control Areas (CAs). The proposed architecture enables optimal
coordination of DERs while respecting local operational constraints and minimizing commu-
nication between controllers. The key contribution of this work is the rigorous closed-loop
stability analysis, yielding intuitive and explicit analytical conditions for the stability of
the proposed control structure. Additionally, we lay out a systematic and practical tuning
procedure for the design. The proposed scheme is validated via case studies on several
feeders, including IEEE-123 and IEEE-8500 feeders, and we describe several modifications
that have been found to improve performance in implementation. The proposed framework
has the following appealing characteristics:

(i) Highly Scalable Multi-Area Control Architecture: The proposed hierarchical
multi-area control architecture provides scalability by dividing the DN into multiple
control areas (CAs). Each CA is managed by a Local-Controller (LC) that uses sen-
sitivity matrices to capture the impact of DERs set-points on measurements such as
voltages, currents, active, and reactive powers. This partitioning allows the control
system to effectively manage large distribution networks by scaling the control opera-
tions to handle the complexities of extensive networks while preserving local control
and coordination. This approach ensures that each CA can be managed independently
but still contributes to the overall system performance, allowing the system to handle
large-scale networks without a significant increase in communication or computational
load.

(ii) Local-Controller (LC) manages local DERs: Within each CA, the LC manages
local DERs and measurements. This approach preserves operational boundaries and
stakeholder privacy, as each LC only has visibility and control over resources within
its designated area, minimizing the communication burden between controllers.

(iii) Minimal Coordination Between Controllers: The coordination between the
controllers is minimized due to the hierarchical arrangement. This ensures that most
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communication is local resulting in minimized delays and reduced complexity of the
control system. Each LC communicates with its unique parent and children controllers
(neighboring CAs).

(iv) DERMS and DMS Integration: The proposed architecture seamlessly aligns
with the distinct functionalities of Distribution Management System (DMS) and
Distributed Energy Resource Management System (DERMS), facilitating effective
coordination between these modules for optimal DER management. DERMS manages
DERs directly, utilizing comprehensive insights into their constraints and operational
details, while DMS accesses critical circuit information and coordinates overall grid
operations.

1.5.2 Development of MATDSS for Enhanced Distribution Net-
work Simulation

MATDSS is a user-friendly MATLAB®-based GUI application developed to address specific
challenges encountered during the implementation of complex control architectures in
distribution networks. The integration with OpenDSS©facilitates efficient distribution
network simulations, leveraging its power solver engine, while the time-series simulation is
handled by MATLAB®. The application was conceived to streamline the management of
highly complex system parameters and to enable real-time monitoring and control within
the GUI. This capability became essential as traditional coding approaches struggled to
handle the dynamic nature of simulations and real-time parameter adjustments. MATDSS
offers extensive features including running complex simulations, generating and exporting
data, and producing adaptive plots that dynamically update based on user selections.
Additionally, it simplifies the simulation setup process by allowing users to save and recall
initialization configurations, significantly reducing setup time for future simulations. This
application facilitates the research and implementation of advanced control architectures
with user-friendly intuitive navigation.

1.5.3 Enhanced Integration of DN Controller at the TN control
layer

Integrating the DN architecture outlined in Chapter 3 at TN control layer represents a
significant step towards leveraging DN-DERs for ancillary service provision. In Chapter
4, we introduce a method for deriving a simplified linear model of DN-DERs dynamics,
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specifically tailored to capture their closed-loop response to TSO commands. This model
integration is demonstrated within a recently developed TN control scheme that focuses on
fast frequency regulation. The key characteristics of the integration with the TN controller
design are:

(i) Simplified Linear Model Extraction: We propose a method to extract a simplified
linear model that approximates the dynamic behavior of DN-DERs in response to TSO
requests. This model captures the essential dynamics of DN-DERs while facilitating
efficient integration with the TN control framework, enhancing system stability and
responsiveness.

(ii) Enhanced Stability: Incorporating the DN model within the design process of the
TN controller ensures that the TN controller is aware of the anticipated responses from
the DN. Simulation results validate the efficacy of this integrated control approach
in maintaining grid stability and reliability.

The integration of the two control layers (T & D) enhances grid resilience by leveraging
DN-DERs while safeguarding stakeholder privacy. This integration ensures reliable grid
operation with swift responses to TSO commands and optimizes DERs for efficient ancillary
service provision. Compatible with existing infrastructure and adaptable to evolving grid
dynamics, this approach minimizes operational costs and ensures long-term sustainability.

1.6 Notation

Throughout this thesis, the following notations and conventions are used:

• Bolded symbols and letters refer to matrices and column vectors.

• (·)⊤ denotes the transpose of a matrix or vector.

• (·)H denotes the complex-conjugate transpose (Hermitian transpose).

• For a given vector x ∈ RN , |x| denotes the entry-wise absolute value.

• For a given vector c ∈ CN , c∗ denotes the complex conjugate.

• For a function f(x), we define the convex conjugate function f ∗(y) as [36]

f ∗(y) = sup
x
y⊤x− f(x). (1.1)
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• The ℓ2 norm is defined as ∥c∥2 :=
√
cHc.

• Given a matrix X ∈ RM×N , Xm,n denotes its (m,n)-th entry, and ∥X∥2 denotes the
ℓ2-induced matrix norm.

• Grouping variables in brackets, such as (·, ·), indicates stacking them as a column
vector. Additionally, col represents stacking variables as a column vector.

• diag(x) returns an N ×N matrix with the elements of x on its diagonal.

• blkdiag indicates the block diagonal stacking of vectors or matrices.

• For a function f : RN → R, ∇xf(x) returns the gradient vector of f(x) with respect
to x ∈ RN .

• The symbols 1 and 0 denote matrices and vectors (to be inferred from context) of
ones and zeros with appropriate sizes, respectively.

• PX (x) denotes the Euclidean projection of x onto the set X , defined as the closest
point to x in X :

PX (x) ∈ argmin
y∈X

∥x− y∥2. (1.2)

• P≥0(x) specifically denotes the Euclidean projection of x onto the nonnegative or-
thant.

• In our difference equations, (·)+ denotes the updated (next time step) value, with the
time step-size inferred from the context.

1.7 Thesis Outline

The remainder of this thesis is organized as follows. Chapter 2 provides a comprehensive
background information and literature review on control architectures for distribution
and transmission networks, focusing on the integration of DN-DERs. In Chapter 3, we
present a novel multi-area architecture designed for real-time feedback-based optimization
of distribution grids to manage DN-DERs. Chapter 4 introduces a simplified linear model
of DN dynamics that encapsulates the hierarchical control structure discussed in Chapter
3, integrated within the TN controller framework, particularly focusing on its application
in fast frequency regulation. Finally, Chapter 5 summarizes the thesis findings and outlines
future research directions.
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Chapter 2

Background and Literature Review

In this chapter, we first describe the coordination scheme we aim to develop, and the
mechanism of the interaction between different layers of the system. Then, we survey the
literature on the coordination between transmission and distribution systems for effective
utilization of DN-DERs. We explore various approaches to controlling DN-DERs and
investigate integration and control techniques of these resources at the Transmission Network
(TN) level to provide fast ancillary services to the bulk grid. These services include frequency
and voltage regulation, following a scheduled loading profile (set-points), emergency load
response and more. Researchers have proposed various control architectures at both the
transmission and distribution layers of the network.

2.1 Transmission & Distribution Coordination Frame-

work

Our coordination framework emphasizes maintaining separate control layers for enhanced
manageability and improved coordination across multiple system operators. Under this
scheme, the Transmission System Operator (TSO) oversees measurements and controls
within the TN. For instance, during frequency disturbances, the TSO monitors network
conditions, estimates required power adjustments, and communicates these needs to Distri-
bution System Operators (DSOs) under its jurisdiction or interfaced with it.

DSOs receive power requests from the TSO and manage controllable resources (i.e.,
DERs), to meet these demands. To streamline TN-DN coordination, we develop a model of
DN-DERs response to TSO requests. This model serves as a cornerstone for TSOs to design
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Figure 2.1: Block diagram illustrating the TN-DN coordination with hierarchical DN control
structure.

TN controllers that are aware of DN dynamics, thereby enhancing system responsiveness
and stability.

Figure 2.1 illustrates the block diagram of the TN-DN coordination framework and
controllers’ interactions. The DN control structure is hierarchical, with Control Areas (CAs)
nested within parent-child relationships. Each CA is governed by a Local-Controller (LC),
which adjusts DERs contribution based on updated set-points received from its parent CA’s
LC.

The TSO’s control scheme involves two main stages: disturbance estimator and power
allocator. The disturbance estimator utilizes TN measurements and DNs dynamic models
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provided by DSOs to estimate disturbances. Then, the TN controller issues set-points to
DNs for ancillary services, such as frequency support, without requiring extensive data
sharing of proprietary information such as measurements and detailed structures.

In subsequent sections, we survey the literature on various control and coordination
schemes for utilizing DN-DERs in ancillary services. We establish evaluation criteria based
on the requirements discussed in Section 1.3 and relying on the coordination scheme
described above, to assess proposed architectures effectively.

2.2 Distribution Network Control Architectures

As more DERs are integrated into the DN, it becomes increasingly essential to design a fast
DN control architecture that enables the full potential of collective responses from numerous
small-scale DERs. These DERs are typically spread across large feeder networks and, when
collectively participating, can provide ancillary services to the bulk grid [19, 31–34]. In
Chapter 1, we outlined the criteria for effective DN control architecture. Here, we formulate
these criteria into detailed requirements to ensure rapid response and effective large-scale
real-time DER coordination within the DN.

2.2.1 Distribution Level Controller Requirements

(D.R1) Optimal Coordination: The framework must optimally coordinate resources on a
time-scale of seconds or faster.

This requirement is motivated by recent studies [32–34] emphasizing the need for
rapid frequency and voltage regulation using transmission-connected Inverter-Based
Resources (IBRs). Effective DER coordination at this speed is essential for achiev-
ing comparable control performance to transmission-connected resources in TN-DN
coordination schemes.

(D.R2) Minimal Dependency on Detailed Models: The design should not rely on de-
tailed system and component models.

This is essential, particularly considering that DN circuit models are often approximate
or aggregated. By minimizing the dependence on detailed models, the architecture
enhances resilience against model inaccuracies and unforeseen events such as grid
changes or disturbances. Moreover, it is critical for preserving data and structural
privacy across different stakeholders [37,38].
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Figure 2.2: Centralized and decentralized control structures illustrations. Decentralized structure
is exemplified by two variations: a general and a hierarchical strictures.

(D.R3) Utilization of Local Models and Measurements: The framework should pri-
marily utilize local models, measurements, and communication, with flexibility on
available measurement feedback.

Flexibility in measurement feedback is important given the ongoing development of
data acquisition and communication infrastructure at the distribution level [19].

(D.R4) Privacy and Operational Integrity: operational boundaries (e.g. DERs, local
models, measurements, etc.) behind the substation and stakeholder privacy must be
maintained1.

This structured approach ensures that DN control architectures meet stringent perfor-
mance and practicality requirements, enabling the effective utilization of flexibility within
the distribution network to participate in ancillary services. By responding to TSO com-
mands while preserving privacy, optimizing resource coordination, and ensuring rapid re-
sponse, these criteria serve as foundational pillars for achieving seamless integration and
operation of DN-DERs. In the literature, researchers propose different control structures
such as centralized and decentralized.

1This is based on the privacy concerns and cyber-threats due to increased data communication within
the grid [35, Sections 3.4 & 9.3]
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In centralized control structures, the central controller directly manages the DERs by
issuing commands in response to TSO requests, see Figure 2.2a where the purple circles
represent the DER units. In some partially decentralized structures, the central controller
can issue incentive signals, which individual DERs respond to accordingly.

In decentralized control structures, no central entity has authority over all DN-DERs.
Instead, the network is partitioned into authority areas, with each area having its own
controller to manage the resources within its jurisdiction. These controllers can commu-
nicate with each other to collectively manage the resources. The decentralized structure
is leveraged when multiple operators are responsible for different parts of the network,
requiring coordination while maintaining control over their respective resources.

In the following sections, we provide an overview of recently proposed coordination
methodologies, evaluating them against the requirements (D.R1)-(D.R4), and classify them
into the two categories: centralized and decentralized.

2.2.2 Centralized Control Architectures

In the pursuit of efficient DER coordination for providing fast ancillary services, central-
ized optimization techniques have been extensively studied. Centralized feeder control
approaches leverage various optimization methods to achieve globally optimal coordina-
tion of heterogeneous DERs. Both [39] and [40] focus on solving the Distribution Optimal
Power Flow (DOPF) problem through a centralized control scheme to maintain voltages
by utilizing the available resources. In [39], two iterative algorithms — based on Linear
Programming (LP) and Second-Order Cone Programming (SOCP) — are proposed to solve
the DOPF problem in unbalanced DN. These algorithms significantly reduce computation
time while optimizing power flow by minimizing losses, maintaining voltage levels, and in-
tegrating DERs efficiently. In [40], the voltage support is provided while minimizing DERs
control costs and network losses using Linearized DOPF.

Relying on centralized Model Predictive Control (MPC), [41] proposes a control scheme
that addresses the problem of coordinating EV charging stations to minimize costs while
ensuring stable distribution grid operation. On the other hand, [37] proposes a feedback-
based optimization technique where DERs’ power set-points are adjusted in real-time based
on available measurements. The centralized controller receives voltage, current and power
measurements from the network and controls the available resources to track a reference
signal from the TSO at the TN-DN interface bus (feeder head bus). Both [41] and [37]
introduce a decentralized implementation of their algorithms, which we also discuss in the
next section.
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While these centralized techniques aim to achieve globally optimal coordination of
heterogeneous DERs, they face challenges in meeting all desired criteria (D.R1)-(D.R4)
outlined earlier. Real-time operation on a scale of seconds or less, particularly in large dis-
tribution feeders, may be hindered by limitations in communication infrastructure, thereby
compromising requirement (D.R1). Some centralized techniques, such as in [37], successfully
minimize dependency on detailed models of the network by employing feedback control
and measurements, satisfying (D.R2). However, these approaches still require extensive
data sharing with a central controller, raising concerns about data privacy and potentially
violating requirements (D.R3)-(D.R4).

2.2.3 Decentralized Control Architectures

Several recent studies [41–49] have aimed to overcome the limitations of centralized DER co-
ordination methods by leveraging decentralized optimization algorithms. While the specific
DER coordination problems differ in these references, we focus on the proposed coordi-
nation architectures. Both [41] and [42] propose decentralized control structures based
on centralized MPC, which are then decentralized using Alternating Direction Method of
Multipliers (ADMM). In [42], a power set-point tracking problem is considered wherein a
pre-scheduled set-point curve is planned through a stochastic optimization problem, and
the central coordinator dispatches the DERs. This however occurs over a timescale of 30s,
and does not consider real-time disturbance regulation. On the other hand, [41] addresses
the problem of coordinating EV charging stations to minimize costs while ensuring stable
distribution grid operation. Similarly, [43] proposes a decentralized voltage control structure
for distribution systems with PV and EV DERs. This structure includes a dynamic net-
work clustering based on network structure, voltage sensitivities and regulation capabilities.
Additionally, each cluster is equipped with a MPC-based voltage controller. In [44] and
[45], a DER coordination scheme is proposed through a distributed MPC framework. This
scheme relies on a method for modeling and quantifying the aggregate power flexibility
within the feeder. The primary goal is to maintain the privacy of DERs by only sharing
information about their flexibility. The proposed control structures in [41–45] successfully
limit data sharing with the DSO controller but still involve centralized coordination and
do not use real-time feedback to maintain DN operating constraints.

Steps towards a true hierarchical framework were taken in [46] and [47], which propose
two-level control architectures to coordinate low-voltage DERs. In [46], a primary-secondary
(leader-follower) framework using decentralized Integral Model Predictive Control (IMPC)
is introduced, with a focus on maintaining data privacy. This framework serves as an
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interface layer connecting medium-voltage and low-voltage networks for coordinating low-
voltage DERs. In contrast, [47] proposes a hierarchical distributed structure that centrally
updates the set-points for low-voltage DERs. In both architectures, data-sharing between
the layers/controllers is minimized, but both lack the flexibility to partition the feeder into
multiple areas, which is essential for preserving stakeholder data privacy and operation
when multiple operators are present in large low-voltage networks.

In [48], a decentralized feedback-based method is proposed for solving DN OPF prob-
lems with prosumers. This approach leverages local voltage measurements within a gra-
dient descent method while minimizing communication with a central entity. In [49], a
distributed control structure is introduced, utilizing a Lyapunov Optimization-Based On-
line Distributed (LOOD) algorithmic framework for Active Distribution Networks (ADNs).
The framework effectively controls numerous DERs through the ADN operator, acting as
a central coordinator. The ADN operator receives set-point reference signals from the TSO
and tracks them by sending incentive signals to the DERs. Each DER relies on local informa-
tion and measurements to update their power set-points. Similarly, an online feedback-based
algorithm is proposed in [37] to coordinate DERs within DN while ensuring circuit con-
straints are maintained. The algorithm leverages online projected-gradient methods to track
the solution of a time-varying optimization problem implemented by a centralized controller
to track requested set-points from the TSO. In contrast, [50] proposes a centralized con-
trol scheme, where the controller estimates DERs’ sensitives in real-time using network
measurements. Additionally, the controller updates DERs set-points to control and track
voltages and powers at network buses, ensuring they remain within limits. However, the
centralized nature in [37,48–50] architectures violates requirements (D.R3)-(D.R4).

Following the overview of various studies that explored centralized and decentralized
structures, we propose a hierarchical and multi-area control architecture in Chapter 3,
leveraging recent advances in control theory, specifically so-called feedback-based optimization
[33,37,38,51–58], to optimally coordinate DERs. Our decentralized control structure, coupled
with feedback-based optimization, promises to fulfill the design requirements (D.R1)-(D.R4)
for distribution networks.

At a macro-level, our control scheme receives active and reactive power set-point com-
mands from the TSO and optimally re-dispatches DERs within the DN to track the set-point,
leveraging real-time grid feedback to ensure compliance with line current and bus voltage
constraints. The scheme’s use of measurement feedback enhances robustness against DN
grid model inaccuracies. Compared to existing literature, our approach introduces a highly
scalable multi-area control architecture. At a micro-level, the DN is hierarchically divided
into local control areas, where controllers manage DERs and DN measurements to preserve
operational boundaries and stakeholder privacy. Minimal and hierarchical coordination
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between controllers minimizes long-distance communication, addressing multi-stakeholder
challenges and reducing overall communication needs. Additionally, we provide a rigorous
closed-loop stability analysis and a systematic tuning procedure. Case studies, including
IEEE-123 and IEEE-8500 feeders, validate the scheme’s performance, with identified modi-
fications enhancing implementation efficiency. Simulation results demonstrate our scheme’s
ability to achieve fast and highly scalable DER coordination in large multi-stakeholder
DNs.

2.3 Transmission and Distribution Coordination Ar-

chitectures

The goal of the coordination framework is to develop a scheme that facilitates the integration
between transmission and distribution networks. This framework aims to optimally utilize
the flexibility of multiple DNs for fast ancillary services. To achieve this goal, the integration
framework should meet the following performance and practicality requirements:

2.3.1 Transmission & Distribution Coordination Requirements

(T.R1) Minimize data sharing: The framework should minimize data exchange among
different stakeholders, controllers, and control layers to protect privacy and streamline
communication.

This simplifies the communication process and reduces the volume of data exchange,
leading to faster decision making and lower communication overhead. In addition, this
ensures that proprietary information including measurements and structures behind
the meter remain confidential, safeguarding the privacy of DN operators.

(T.R2) DN-DERs coordination managed independently from the TN controller:
This requirement ensures the separation of control design, preventing TN actions from
disrupting DN networks (e.g. causing local imbalances), and vice versa.

Independent coordination is essential for maintaining stability and reliability within
both the TN and DN. It allows local optimization within each DN and ensures that
actions taken by the transmission level do not negatively impact the distribution level,
preventing local imbalances and inefficiencies that could destabilize the network.
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(T.R3) Operate in real-time and coordinate within seconds: The TN coordination
framework with DN control structure should operate in real time and successfully
coordinate to utilize the available flexibility within seconds.

Real-time operation is critical for responding to rapid changes in the grid and main-
taining system stability, especially during disturbances.

Next, we focus on the TN control architectures in the literature designed to leverage
DN-DERs for fast ancillary services. Similar to DN control architectures, the objectives of
these proposed architectures vary. Here, our focus is on analyzing their architecture and
assessing their alignment with the requirements outlined above.

In [59] and [60], direct control of DN-DERs by the TSO is proposed for level-3 fre-
quency (or voltage) deviation, wherein the TSO overrides local controllers to ensure system
stability. However, this method requires extensive monitoring and direct control of DERs
within distribution networks, violating requirement (T.R1). Moreover, it may lead to local
imbalances within the DN, violating requirement (T.R2).

A hierarchical control structure for fast frequency response is introduced in [61], employ-
ing a central supervisor to coordinate local controllers distributed across the network. The
local controllers manage real-time control over the DERs, while the central controller collects
live resource information and identifies optimal resources for Fast Frequency Control (FFC)
purposes. Despite its potential, the optimization process is not conducted in real time due to
extensive data collection requirements, violating requirement (T.R3). To achieve real-time
optimization, [62,63] propose using multiple Dynamic Virtual Power Plants (DVPPs), each
consisting of controllable DERs and uncontrollable devices (e.g. generators, uncontrollable
loads...etc.). The control structure distributes the Multi-Input Multi-Output (MIMO) Adap-
tive Dynamic Participation Matrices (ADPMs) among local devices to achieve localized
desired behavior, with each device featuring a local feedback controller that optimally match
the behavior. However, potential circuit instability within the Virtual Power Plant (VPP)
(i.e., DN feeder structure) is not addressed, violating requirement (T.R2).

Controllable packetized DERs are proposed in [64, 65] to simplify DERs management
and provide synthetic damping for primary control response. While privacy is preserved
in the decentralized scheme, it requires some form of centralized coordination (potentially
through the TSO), which may violate requirements (T.R1) and (T.R2). Active network
management system, acting as a centralized controller, is proposed in [66] aiming to utilize
DN-DERs in power system frequency restoration. However, the proposed system violates
requirements (T.R1)-(T.R2), lacking decentralized coordination and potentially compro-
mising data privacy.
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Following the overview of various studies that explored different integration and control
strategies of DN-DERs in TSO control scheme, we propose a novel approach that can
leverage the proposed control structure in Chapter 3 [31]. We obtain a dynamic model
of the distribution feeder that can be utilized in TSO control design, with minimal data
sharing between different system operators.
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Chapter 3

Multi-Area Architecture for
Real-Time Feedback-Based
Optimization of Distribution Grids

3.1 Introduction

The coordination of DN-DERs offers a promising approach to providing ancillary services
to the bulk grid. The Transmission System Operator (TSO) provides power set-point
requests (reference signals) to the Distribution Network (DN), which DN controllers are
expected to track. We envision a multi-feeder distribution network interconnected with the
Transmission Network (TN) at a shared interface bus, as illustrated in Figure 3.1. Here,
a central coordinator receives power set-points requests X⋆ = col(P⋆,Q⋆) ∈ R2 from the
TSO and subsequently generates set-points Xfi

0 for each feeder i to track

X⋆ =
∑
i

Xfi
0 . (3.1)

A simple example of such controller can be obtained by defining Xfi
0 via a set of

participation factors specific to each distribution feeder

Xfi
0 = αiX

⋆, (3.2)

where
∑

i αi = 1 and αi > 0. These participation factors can either be predefined or com-
puted through an optimization problem. One approach could be based on the available
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Figure 3.1: Multiple distribution network feeders coordination scheme.

DER powers (reserves) in each feeder. For this implementation, a power estimation problem
can be considered following the approach in [44]. This approach estimates the available
flexibility in a feeder, which runs continuously. The flexibility estimation updates periodi-
cally (e.g., every 15 minutes), enabling the coordinator to dynamically adjust participation
factors for each feeder based on received information. This process may also integrate cost
functions, assuming different operators and different costs. In subsequent sections, we delve
into the scenario where a single feeder is situated at the interface bus, simplifying our
analysis by omitting feeder indexing.

3.2 Overview of Proposed Hierarchical Control Struc-

ture

Our focus is on controlling a single-feeder DN that has been partitioned into a hierarchy
of areas, as shown in Figure 3.2. The high-level control objective is to leverage controllable
DERs within the DN to achieve the following goals: (i) track an overall power set-point
Xset

0 = (pset
0 , qset0 ) ∈ R2 at the transmission-distribution (TN-DN) interface bus, which is

provided by the TSO, (ii) maintain operational constraints throughout the DN, and (iii)
optimally utilize these controllable DERs. Additionally — and as the most distinguishing
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feature of this work — the design is subject to the constraint that information and man-
agement boundaries between different areas of the DN must be respected. This leads to a
hierarchical area-based control architecture, which will be described next.
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Figure 3.2: Single-feeder DN internal structure. Zoomed-in areas illustrate the interaction between
parent and child areas within a feeder. Red and green boxes illustrate the visibility of each Local-
Controller (LC) over the local infrastructure and resources, including local grid measurements
(v, i,p,q) and local DERs.

3.2.1 Feeder Architecture and Local-Controllers (LCs)

We consider the feeder as already partitioned into N Control Areas (CAs), which are
predefined segments of the feeder infrastructure. These CAs may represent contractual
arrangements for managing DER resources through aggregators or operational divisions
based on factors such as communication capabilities or having uniform division of control
resources within each area [67,68]. Each CA is managed by a Local-Controller (LC), which
oversees the local electrical infrastructure and coordinates the operation of DERs. Notably,
the controller will not have visibility of neighboring CAs, and hence the control structure
will be decentralized.
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The arrangement of CAs and the communication between the associated LCs is hi-
erarchical, ensuring several key benefits: (i) any required communication is local, which
minimizes communication delays, (ii) the control architecture is scalable to large numbers
of control areas, and (iii) the majority of local measurements and area data are not shared
to maintain the privacy of stakeholders within the area. We describe the hierarchical ar-
rangement between the CAs with a directed rooted tree graph GCA = (NCA, ECA) with
nodes NCA = {1, . . . , N} and edges ECA; the root of the tree is the first CA at the head
of the feeder; see Figure 3.2. For any CA i ∈ NCA, we let P(i) denote the unique parent
CA and C(i) denote the set of child CAs; by convention P(1) = ∅ and C(N) = ∅. We let
A ∈ {0, 1}N×N denote the adjacency matrix of GCA, with elements Aij = 1 if (i, j) ∈ ECA

and 0 otherwise.

To illustrate this hierarchical structure, consider a tree graph with six CAs, as shown in
Figure 3.3. The root node, CA1, is the head of the feeder and acts as the parent to CA2 and
CA3, creating two edges directed from CA1 to these child nodes: (1,2) and (1,3). Further
down the hierarchy, CA2 is the parent of CA4, forming the edge (2,4). Similarly, CA3 is
the parent of CA5 and CA6, forming the edges (3,5) and (3,6). Within this structure, each
CA is assigned a controller LC, where it manages only local devices and monitors only local
measurements. This structure results in having the adjacency matrix A for this directed
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tree graph given by

A =


0 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

 . (3.3)

This adjacency matrix represents the parent-child relationships between the control areas,
indicating which ones communicate directly within the hierarchy.

Each control area i ∈ NCA is connected to its parent area P(i) through a single bus
which we call the interface bus ; see Figure 3.2. From the perspective of the parent area P(i),
the ith CA is represented as a Virtual DER (VDER) located at this interface bus. The
VDER is a fictitious DER which will be “dispatched” by the parent area LC by providing
a power set-point Xset

i,0 = (pset
i,0 , q

set
i,0 ) to the LC of area i. Recall that the set-point for CA 1

at the head of the feeder is provided by the TSO. The control cost fi and capacity limits
X i of this VDER (i.e., of the child area) are assumed known by the LC of the parent area1,
and may be updated by exception through communication from the child to the parent
area; further discussion on capacity limits and cost functions is deferred to Section 3.3.1.
Within the LC, the objective is then to track this provided set-point at the interface bus
by re-dispatching local DERs, while maintaining local constraints on voltages and currents.
This tracking control will be accomplished through a combination of local optimization and
feedback, to be described in Section 3.3.1.

Remark 3.2.1 (Cost function fi and Capacity limits Xi of the VDER)
The cost function and capacity limits of the VDER are updated by the child area to reflect
any changes in its DERs and VDERs. An online aggregator algorithm as proposed in [44]
can be employed to update the flexibility (i.e. capacity limits) of the VDER.

Remark 3.2.2 (Control Areas Vs. DER Aggregators, VPPs, Microgrids) Within
our framework, the CAs can represent various structures. For example, a small CA can
represent DER aggregator (CA controlling DERs within a building for example). In addition,
a CA can represent a Virtual Power Plant (VPP) with distributed generation, controllable
loads and smart metering. A microgrid that is mainly managed locally can also be represented
by a CA within our structure.

For more information about DER aggregators, VPPs, and Microgrids, see [69,70].
1For the ith CA and from the parent area P(i) perspective, the VDER cost function is fj(xj) = fi(xi)

and the feasibility set is Xj = X i, for j ∈ DP(i).
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3.2.2 Model of a Single Control Area

We now describe the model for the distribution system and the DER components contained
within a specific control area.

Controllable DERs

Let Di denote the set of controllable DERs (including any VDERs) within the CA i ∈ NCA.
The DERs are assumed to have local controllers which allow them to quickly track set-points
provided by the LC. For any DER j ∈ Di, we let xj = (pj, qj) ∈ R2 denote its overall active
and reactive power set-points, which are constrained to be within capacity limits specified
by the closed, non-empty convex set Xj ⊂ R2. We let xi = col(x1, . . . , x|Di|) ∈ R2|Di| denote
the stacked vector of all DER power set-points for the ith CA, and is subject to the overall
limits xi ∈ X i ≜ X1 × · · · × X|Di|.

In the literature, DERs are modeled with cost functions and constraint sets that reflect
their operational capabilities. For example, in [37, 40], the cost functions for various DERs
are defined as follows:

(i) Photovoltaic (PV) Systems: These systems typically have a maximum real power
available, denoted by pi,av. The active and reactive power set-points for a PV system,
xj = (pj, qj), must lie within a constraint set that ensures the power output does not
exceed the available capacity. The cost function for these DERs can be expressed as:

fj(xj) =

{
(pj,av − pj)

2 + (qj)
2, for three-phase PV systems

ap(pj,av − pj)
2 + (qj)

2, for single-phase PV systems
(3.4)

where ap > 0.

(ii) Battery Energy Storage System (BESS): The constraint set of BESS is defined
following the charging and discharging limits. The cost function for a battery can be
expressed as:

fj(xj) = (pj)
2 + (qj)

2 (3.5)

.

(iii) Electric Vehicles (EVs): EVs have specific charging rates, and their power set-
points are constrained by the maximum charging capacity, pj,max. The cost function
for an EV can be expressed as:

fj(xj) = a(pj − pj,max)
2 (3.6)
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where a > 0.

For advanced DER modeling, see [71–78].

The DER feasibility set Xj models different constraints reflecting the type and operation
of the DER. For BESS and EVs, a boxed (rectangular) constraint set represents the limits
on the feasible set-points that are permitted. To account for the dependency between
active and reactive powers (apparent power limits), a semi-circle constraint set can be
considered. In this work, we focus on the hierarchical structure and the interaction between
the controllers, where we consider general DER device models with general cost functions
and boxed constraint sets, which we detail in subsequent sections.

Distribution Network Model

Let N i = {0} ∪ Ni with Ni := {1, 2, . . . , Ni} denote the set of buses in the ith CA, where
the interface bus of the CA is given the node “0”; each bus is potentially multi-phase, with
up to three phases. Not necessarily all buses and lines within the CA will be monitored for
control purposes; we let Mv

i ⊆ Ni denote the set of buses where phase-to-ground voltage
magnitude measurements are available, with the understanding that all phases will be
monitored if the bus is multi-phase, and let vi be the vector of measured voltages. Similarly,
we let ii denote the vector of measured line current magnitudes for a subset of monitored
distribution lines Mi

i ⊆ N i ×N i. Finally, we let pi,0,qi,0 ∈ Rmi denote the net active and
reactive power injections at the interface bus, where mi is the number of phases at the
interface bus.

We adopt the distribution network model from [79, 80], which is capable of modeling
both radial and meshed unbalanced networks, as well as wye and delta connections for
loads and DERs. The model provides linearized equations relating the DERs’ powers to the
CA’s voltages and currents measurements, and to the interface bus power injections. In the
current work, we have adjusted these equations to combine both wye and delta-connected
DERs, leading to the model

vi(xi) = Aixi + ai, (3.7a)

ii(xi) = Bixi + bi, (3.7b)

pi,0(xi) = Mixi +mi, (3.7c)

qi,0(xi) = Hixi + hi, (3.7d)

where Ai, Bi, Mi and Hi are constant matrices which can be computed from the operating
point, the admittance matrix, and the specification of DER phase connections. The vectors
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ai, bi, mi and hi are constants. For detailed insights into the linearization process, refer to
Appendix A. Note that the matrices Ai, Bi, Mi and Hi can be interpreted as sensitivity
matrices; for instance, Ai captures the sensitivity between DER set-points and voltage
magnitudes at the measurement points.

Remark 3.2.3 (Vectors of measurements in the ith CA)

■ Voltage magnitudes at buses k (per phase ϕ): vi = col(|VLNi,kϕ
|)

■ Branch current magnitudes between buses k and l (per phase ϕ): ii = col(|Ii,klϕ|)

■ Active power injection at the interface bus (per phase ϕ): pi,0 = col(pi,0ϕ)

■ Reactive power injection at the interface bus (per phase ϕ): qi,0 = col(qi,0ϕ)

Remark 3.2.4 (Nonlinear System Dynamics vs Linear System Model) The use of
an approximate linear model in this work is justified by its widespread acceptance in power
systems literature and its computational efficiency, particularly for real-time control appli-
cations. While acknowledging that power systems are inherently nonlinear, the linearization
around the operating point provides a practical balance between accuracy and simplicity. The
model’s accuracy under normal operating conditions ensures that stability can be rigorously
analyzed, and the integration of feedback from real-time measurements helps mitigate the
effects of any inaccuracies introduced by the linear approximation. This approach also fa-
cilitates the establishment of stability conditions for the control structure, with simulations
further validating the robustness of the method under realistic conditions.

3.3 Hierarchical Feedback-Based Optimization of Dis-

tribution Feeders

3.3.1 LC Optimization Problem

The control objectives of the LC for the ith CA will be formulated by specifying an op-
timization problem. The problem aims to re-dispatch DERs within their limits to track
provided power set-points Xset

i,0 = (pset
i,0 , q

set
i,0 ) at the interface bus, while maintaining mea-

sured voltages vi and currents ii within constraints, and by efficiently using DER resources.
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As described in Section 3.2.1, the set-points pset
i,0 and qseti,0 to be tracked will be computed

as VDER set-points by the parent area, which we express as

pset
i,0 (xP(i)) = T p

i xP(i), qseti,0 (xP(i)) = T q
i xP(i), (3.8)

for appropriate matrices T p
i and T q

i . Mathematically, we can now express the optimization
problem for the ith CA as

minimize
xi∈X i

fi(xi) ≜
∑
j∈Di

fij(xj) (3.9a)

subject to

si
(
|1Tpi,0(xi)− pset

i,0 (xP(i))|
)
≤ Eip (3.9b)

si
(
|1Tqi,0(xi)− qseti,0 (xP(i))|

)
≤ Eiq (3.9c)

vi(xi) ≤ vi (3.9d)

vi ≤ vi(xi) (3.9e)

ii(xi) ≤ ii (3.9f)

The linear inequalities (3.9b)–(3.9c) enforce total active and reactive power tracking
at the interface bus of the provided set-points pset

i,0 and qseti,0 , within specified tolerances
Eip , Eiq > 0. We emphasize that from the perspective of the optimization (3.9) for the ith
CA, the parent variable xP(i) is fixed. The fixed binary variable si ∈ {0, 1} can be used to
enable or disable this tracking feature. The inequalities (3.9d), (3.9e) enforce upper and
lower limits vi and vi on the voltage magnitudes at the measurement points, with (3.9f)
limiting the current magnitude along monitored lines below ii.

DER Costs and Constraints

The objective function (3.9a) is a separable cost over each DER and VDER which penalizes
its use for control purposes. Our only assumption will be that fi in (3.9) is continuously
differentiable and strongly convex; we let mi > 0 denote the strong convexity parameter,
and by convention, the units of the cost will be W2. For example, in our case studies we
will use quadratic costs of the form

fij(xj) = xTj C
′′
j xj + xTj C

′
j, (3.10)

where C ′′
j ≻ 0 is a diagonal 2×2 matrix and C ′

j ∈ R2. These coefficients can be set to reflect
the preference of using different types of DERs; larger costs will lead to lower control usage
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of a given DER. This can be crucial when different DERs with different characteristics (e.g.,
capacities or speed dynamics) are controlled together. The power capacity constraint set
Xj for DER j ∈ Di may simply be the box constraint Xj = [xj, xj] specifying independent
active and reactive power limits, or may instead encode more complex apparent power
constraints via intersections of half-planes and semi-circular regions.

VDER Costs and Constraints

As the VDERs of the ith CA provides an aggregated representation of all DERs and VDERs
in the child areas C(i), assigning appropriate costs to VDERs is critical to ensure resources
are appropriately leveraged throughout the DN. To ensure downstream DERs provide
control action, a VDER should have lower cost compared to other DERs available within
the same CA. If j ∈ Di is the VDER corresponding to child area k ∈ C(i), then a choice
that roughly mimics the allocation obtained from a global centralized optimization is

fij(xj) =
(∑

ℓ∈Dk

f ∗
kℓ

)∗
(xj), (3.11)

where ∗ denotes convex conjugate. For instance, with quadratic costs (3.10), equation (3.11)
evaluates to

fij(xj) = (xj + ζk)
⊤
(∑

l∈Dk

(C ′′
ℓ )

−1
)−1

(xj + ζk),

where ζk = 2
∑

ℓ∈Dk
(C ′′

l )
−1C ′

ℓ. The following example illustrates how (3.11) mimics the
allocation obtained from global centralized optimization.

Example 3.3.1 (Illustrative Example of VDER Cost function) Let the ith CA have
Ni DERs and only one VDER. Let the kth CA be the corresponding area of the VDER
in area i, with Nk DERs. Each DER has a cost function as in (3.10), where C ′

j = 0. We
show below that the decentralized optimization mimics the centralized global optimization
for active power allocation under certain assumptions. Since the allocation of active and
reactive powers is decoupled, a similar result can be obtained for reactive power.

Let D̂i ⊂ Di indicate the subset of actual DERs (excluding the VDER) within area i.
Assuming that all DERs have equal sensitivities, the only factor affecting their contribution
now is their cost functions. Thus, for the ℓth DER in area i, the centralized power allocation
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can be expressed as (considering that all DERs belong one CA)

pℓ =
1/C′′

ℓ∑
j∈D̂i∪Dk

1/C′′
j

pset0,i .

=
1/C′′

ℓ∑
j∈D̂i

1/C′′
j +

∑
j∈Dk

1/C′′
j

pset0,i

(3.12)

From (3.11), we have

C ′′
VDER =

1∑
j∈Dk

1/C′′
j

. (3.13)

Substituting (3.13) in (3.12) yields

pℓ =
1/C′′

ℓ∑
j∈D̂i

1/C′′
j + 1/C′′

VDER

pset0,i

=
1/C′′

ℓ∑
j∈Di

1/C′′
j

pset0,i .

(3.14)

Hence, the VDER cost (3.13) represent all DERs within area k when solving the decentral-
ized optimization problem in area i, mimicking the centralized allocation.

One can interpret this formula as akin to an equivalent impedance from a parallel com-
bination of impedances, as all downstream DERs would be used in parallel in a centralized
dispatch. While the proposed VDER cost in (3.11) is developed to emulate centralized
controller implementation, it is worth noting that VDER costs can be configured in various
ways. In the context of a competitive market, where multiple service providers engage
in competition, setting VDER costs can be structured to adhere to a cost-effective plan,
allowing different stakeholders to compete while delivering services to the grid.

3.3.2 Offline vs. Online Optimization

The optimization problem (3.9) is convex and could in principle be directly solved. However,
the constants ai,bi,mi,hi in the distribution system model (3.7) depend on unknown real-
time loading conditions and disturbances throughout the system. Even if the best available
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estimates are used for these quantities in (3.9), implementation of the resulting set-points in
the system will likely lead to constraint violation, and the system will not actively respond as
disturbances change. Instead, following [37] and inspired also by recent advances in feedback-
based optimization, we pursue an iterative approach which uses real-time measurement
feedback from the system in place of this model information.

3.3.3 LC Control Algorithm

To introduce the LC controller, we first re-write the constraints (3.9b)-(3.9c) as linear
constraints to obtain

minimize
xi∈X i

fi(xi) ≜
∑
j∈Di

fij(xj) (3.15a)

subject to

si
(
1Tpi,0(xi)− pset

i,0 (xP(i))
)
≤ Eip (3.15b)

si
(
pset
i,0 (xP(i))− 1Tpi,0(xi)

)
≤ Eip (3.15c)

si
(
1Tqi,0(xi)− qseti,0 (xP(i))

)
≤ Eiq (3.15d)

si
(
qseti,0 (xP(i))− 1Tqi,0(xi)

)
≤ Eiq (3.15e)

vi(xi) ≤ vi (3.15f)

vi ≤ vi(xi) (3.15g)

ii(xi) ≤ ii. (3.15h)

The regularized Lagrangian function Lr
i of the problem (3.15) is given by

Lr
i(xi,di;xP(i)) := fi(xi)

+ λi
(
si
(
1Tpi,0(xi)− pset

i,0 (xP(i))
)
− Eip

)
+ µi

(
si
(
pset
i,0 (xP(i))− 1Tpi,0(xi)

)
− Eip

)
+ ηi

(
si
(
1Tqi,0(xi)− qseti,0 (xP(i))

)
− Eiq

)
+ ψi

(
si
(
qseti,0 (xP(i))− 1Tq0(xi)

)
− Eiq

)
+ γT

i (vi(xi)− vi) + νT
i (vi − vi(xi))

+ ζT
i

(
ii(xi)− i

)
+

rpi
2
∥xi∥22 − 1

2
dT
i R

d
i di

, (3.16)
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where di = col(λi, µi, ηi, ψi,γi,νi, ζi) is the vector of dual variables, rpi ≥ 0 is the primal
regularization parameter, and

Rd
i = blkdiag(rλi , rµi , rηi , rψi

, rγiI, rνiI, rζiI) ⪰ 0 (3.17)

are the dual regularization parameters, with some elements being diagonal matrices of
appropriate dimensions. We refer to [37, 81] for extensive discussion on the theoretical
and practical benefits of including regularization; for our purposes, these will be tuning
parameters of the approach, and a systematic procedure for setting these parameters will be
described in Section 3.4.3. Our proposed CA controller will operate online with a sampling
period of Ts > 0, and is outlined in Algorithm 1, where P≥0 denotes Euclidean projection
of the argument onto the nonnegative orthant.

Algorithm 1 consists of several computationally straightforward steps and involves
hierarchical interaction between the CAs. The dual variables di = col(λi, µi, ηi, ψi,γi,νi, ζi)
are internal states of the ith LC, and the dual update rules in Step 3 directly use the
measurements (vi, ii,pi,0,qi,0) and the provided set-points pset

i,0 and qseti,0 in what can be
interpreted as a measurement-based gradient ascent step to maximize the Lagrangian
(3.16). The update rules in Step 3 are parameterized by the controller gains

αi ≜ blkdiag(αλi , αµi , αηi , αψi
, αγiI, ανiI, αζiI), (3.20)

which are tuning parameters; our theoretical results to follow will address the constraints
on these gains, and a systematic tuning procedure will be provided in Section 3.4.3 for
both the regularization parameters and the gains. Next, the new DER set-points x+

i are
computed by the LC by solving the local optimization problem in Step 4. Note that this
local optimization can be equivalently written as

x+
i = argmin

xi∈X i

fi(xi) +
rpi
2 ∥xi∥

2
2 + (λ+i − µ+i )si1

TMixi

+ (η+i − ψ+
i )si1

THixi + (γ+
i − ν+

i )
TAixi + (ζ+i )

TBixi

(3.21)

and thus requires knowledge of the sensitivity matrices (Ai,Bi,Mi,Hi) from (3.7), but
does not require the unknown load-dependent constants (ai,bi,mi,hi). Finally, the updated
set-points are transmitted to the child areas in Step 5.

Remark 3.3.2 (Unbalanced Per-Phase Implementation) While the current algorithm
(optimization problem) considers overall power tracking constraints, one can modify them
to per-phase set-point tracking. The linear model in (3.7) models unbalanced distribution
networks. Extending the algorithm to multi-phase tracking requires simple modification by
expanding active and reactive power tracking in (3.9) to three constraints each (for three-
phase set-points for example).
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Algorithm 1: LC Controller for ith CA

At each sampling time
[Step 1]: Receive set-points from LC of parent area P(i)

pset
i,0 (xP(i)) = T p

i xP(i), qseti,0 (xP(i)) = T q
i xP(i).

[Step 2]: Collect local measurements pi,0,qi,0,vi, ii, X i.
[Step 3]: LC performs the updates

λ+i = P≥0

(
λi + αλi

(
1Tpi,0 − pset

i,0 − Eip − rλiλi
))
,

µ+
i = P≥0

(
µi + αµi

(
pset
i,0 − 1Tpi,0 − Eip − rµiµi

))
,

η+i = P≥0

(
ηi + αηi

(
1Tqi,0 − qseti,0 − Eiq − rηiηi

))
,

ψ+
i = P≥0

(
ψi + αψi

(
qseti,0 − 1Tqi,0 − Eiq − rψi

ψi
))
,

γ+
i = P≥0 (γi + αγi (vi − vi − rγiγi)) ,

ν+
i = P≥0 (νi + ανi (vi − vi − rνiνi)) ,

ζ+
i = P≥0

(
ζi + αζi

(
ii − ii − rζiζi

))
.

[Step 4]: LC updates (V)DER set-points

x+
i = argmin

xi∈X i

Lr
i(xi,d

+
i ;xP(i)) .

[Step 5]: Transmit set-points to LCs of each child area

pset
j,0(x

+
i ) = T p

j x
+
i , qsetj,0(x

+
i ) = T q

j x
+
i , j ∈ C(i).

3.3.4 Evaluation of Proposed Controller Against Distribution
Level Controller Requirements

In this section, we summarize the key aspects of the proposed controller and evaluate it
against the Distribution Level Controller requirements (D.R1)-(D.R4) identified earlier.
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Key Features and Benefits of the Controller Architecture

The proposed controller architecture embodies several critical features designed to enhance
the integration of DERs into the distribution network control:

(i) Feedback-Based Optimization: The LC controller directly uses real-time local
measurements from the CA. This use of feedback allows the LC to react to unmeasured
disturbances, and confers significant robustness against imperfections in knowledge of
the sensitivity matrices (Ai,Bi,Mi,Hi). Tuning selections which guarantee stability
will be established in Section 3.4.2.

(ii) Localized Control: The design and online implementation of the controllers uses
only local network information. Measurements of current, voltage, and power, local
grid sensitivity matrices, and DER costs/limits are used locally within each CA by
the LC; this information is not shared.

(iii) Scalability: All coordination between CAs occurs through the passing of set-points
down through the feeder, from parent areas to child areas, as described in Section 3.2.1.
This minimal coordination allows the architecture to be scalable to extremely large
distribution systems. While in principle this scalability should result in a decrease in
speed of the overall system compared to a centralized solution, our case studies in
Section 3.6 indicates that this effect is indeed minor and can be overcome.

(iv) Computational Burden: The computation involved in Algorithm 1 is dominated
by the set-point update in Step 4, which requires the solution of a local convex
optimization problem. This is a centralized optimization problem for the LC to solve,
which scales with the number of DERs to be controlled, and standard methods can
be applied. For instance, if fi is quadratic and the constraint set X i is polytopic, then
Step 4 is a quadratic program.

(v) DMS and DERMS Coordination within Our Hierarchical Control Frame-
work: In the evolving landscape of power distribution systems, the proposed hier-
archical structure aligns seamlessly with the distinct functionalities of Distribution
Management System (DMS) and Distributed Energy Resource Management Sys-
tem (DERMS). The coordination between these modules is vital for effective man-
agement of DERs. The DERMS assumes a critical role in overseeing and managing
DERs under its jurisdiction, responding to power requests from the DMS. Meanwhile,
the DMS module associated with each CA accesses essential information such as
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circuit model, measurements, and DER locations. However, detailed internal struc-
tures, operating limits, and specific models of DERs are intentionally withheld from
the DMS. On the other hand, DERMS serves as the communication hub directly
interfacing with DERs, equipped with comprehensive insights into their constraints,
internal models, and communication requirements.

This collaborative framework enables the DMS to provide DERMSs with critical data,
including DERs sensitivities and updated dual variables related to power tracking
and circuit constraints. Subsequently, DERMS, armed with updated duals and DERs
sensitivities received from DMS (without sharing circuit model or measurements),
issues set-points to DERs in response. Within the proposed structure, each CA may
be managed by a distinct stakeholder, equipped with their own DMS and DERMSs.
additionally, DER service providers independent from stakeholders may have their
own DERMS modules integrated with the CA’s DMS. For further details on DERMS
and DMS functionalities and their intricate coordination, refer to [82–84].

Evaluation Against Requirements

Now, we evaluate the proposed controller against the Distribution Level Controller Require-
ments described in Section 2.2:

• Optimal Coordination (D.R1): The proposed controller optimally coordinates
DERs on a rapid time-scale, leveraging real-time data processing and localized decision-
making to achieve comparable performance to transmission-connected resources (see
Sections 3.4, 3.6 and 4.5).

• Minimal Dependency on Detailed Models (D.R2): By prioritizing local mod-
els and measurements, the controller reduces reliance on detailed system models,
enhancing stability and resilience against model inaccuracies or changes within the
distribution network. Additionally, leveraging feedback-based optimization allows the
controller to dynamically adjust for real-time conditions, thereby increasing its ro-
bustness to model inaccuracies and its ability to effectively respond to unforeseen
disturbances.

• Utilization of Local Models and Measurements (D.R3): The framework pri-
marily utilizes local models, measurements, and communication. Each CA operates
independently using local data such as current, voltage, power, grid sensitivity matrices,
and DER costs and limits. This localized approach ensures cost-effective deployment
and adaptability to varying operational needs and infrastructure capabilities.
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• Privacy and Operational Integrity (D.R4): The design minimizes data sharing
among stakeholders, maintaining privacy and operational integrity. The architecture
does not require sharing detailed information across different control areas, thus
preserving data and structural privacy while reducing dependencies on shared models
and data.

The proposed control scheme meets and exceeds the stringent performance and practi-
cality requirements considered for Distribution Level Controllers (D.R1)-(D.R4), providing
an effective and scalable solution for the integration of DERs into the distribution network
control framework.

3.4 Stability Analysis and Tuning of Proposed Algo-

rithm

In this section, we perform a stability analysis of the proposed design from a control
perspective, employing a state-space method. Specifically, we analyze the behavior of the
closed-loop system by modeling the local controllers and their interactions within the
distribution network using the linearized models.

To begin, let
yi = col(p0,i,q0,i,vi, ii) (3.22)

denote the vector of grid measurements taken by the ith LC, which are used within Algo-
rithm 1. Recall that the linearized distribution system model (3.7) captures the local model
of the grid within the ith CA, and the sensitivity matrices

Ki ≜ col(Mi,Hi,Ai,Bi) (3.23)

defined in (3.7) are used within Algorithm 1. This local model ignores the impacts of DER
actions in other CAs. In contrast, the measurements (3.22), as they are generated by the
real grid, will include these interactions. To capture this, we introduce a full linearized model
of the feeder which relates all DER set-points x = col(x1, . . . ,xN) to all area measurements
y = col(y1, . . . ,yN), as y = Kx+ k, ory1

...
yN

 =

K11 · · · K1N
...

. . .
...

KN1 · · · KNN


x1

...
xN

+

k1
...
kN

 (3.24)
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for appropriate matrices Kij and vectors kj. Note that if the local sensitivity model (3.23)
is accurate, then we expect that Ki ≈ Kii. The closed-loop control system now consists of
Algorithm 1 for each CA i ∈ {1, . . . , N} with the distribution system model (3.24).

For readers interested in a broader discussion of power system stability, including voltage
and frequency stability, we recommend referring to the following resources: [85–88].

3.4.1 Equilibrium Analysis

As the controller of Algorithm 1 was developed beginning from the optimization problem
(3.9), one should expect some relationship between the equilibrium points of the closed-loop
system and the optimal points of the problems (3.9). We will show that the closed-loop
equilibrium can be understood as the Generalized Nash Equilibrium (GNE) of a related set
of game-theoretic optimization problems, one for each CA.2

When taking into account the full distribution system model (3.24), the optimization
problems (3.9a) should be expressed together as the set ofN decentralized decision problems

Pi(x−i) :
inf

xi∈X i

fi(xi)

subject to Ciyi + bi +DixP(i) ≤ 0
(3.25)

for i ∈ {1, . . . , N}, where yi is determined by (3.24) and

bi = −col(Eip , Eip , Eiq , Eiq ,vi,−vi, ii),

Ci = blkdiag
([

si1T

−si1T

]
,
[
si1T

−si1T

]
,
[
I
−I
]
, I
)
,

Di = col(−siT p
i , siT

p
i ,−siT

q
i , siT

q
i , 0, 0, 0).

(3.26)

In (3.25), the decisions of the other LCs x−i = (xj)j ̸=i are interpreted as fixed. A Generalized
Nash Equilibrium (GNE) is a collection of set-point decisions (x⋆1, . . . ,x

⋆
N) such that x⋆i ∈

argminxi
Pi(x⋆−i) for all i ∈ {1, . . . , N}. Consider now the modified set of problems P′

i(x−i)
given by

P′
i(x−i) : inf

xi∈X i

fi(xi) +
rpi
2
∥xi∥22 +Mi(Ciyi + bi +DixP(i)) (3.27)

2While the equilibrium is best understood in game-theoretic terms, this does not imply that the CAs
are in competition with one another, and indeed CAs cooperate within our scheme by accepting set-points
from parents and sending set-points to children. The Nash equilibrium concept is the natural one due
purely to the area-wise decentralized nature of the control system.
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where again yi is given by (3.24). Compared to the problems Pi(x−i), in P′
i(x−i) we have (i)

introduced additional convexity into the objective function with the term
rpi
2
∥xi∥22, and (ii)

softened the inequality constraints by replacing them with a differentiable quadratic penalty
function Mi, with penalty weights given by the inverse elements of Rd

i . For instance, the
first component of Mi is

Mi,1(ξi,1) =

{
0, ξi,1 ≤ 0
1

2rλi
|ξi,1|2, ξi,1 > 0.

When both rpi andRd
i are small, the problem (3.27) closely approximates the problem (3.25).

While the details are beyond our scope here, if Ki = Kii, then Algorithm 1 is precisely
a measurement-based and decentralized dual gradient algorithm for computing a GNE of
(3.27); see [89–91] for related game-theoretic online optimization concepts. In summary,
and in rough terms, this means that each LC will make the best set-point decision that it
can, given the limited information it has due to the decentralized control architecture.

Remark 3.4.1 (Nash Equilibria Vs. Generalized Nash Equilibria) The distinction
between Nash Equilibria (NE) and Generalized Nash Equilibria (GNE) lies in the depen-
dency of each agent’s strategy on the strategies of others. In a standard NE, each agent
optimizes its own objective assuming the strategies of others are fixed. In contrast, a GNE
accounts for the fact that each agent’s feasible set may also depend on the strategies of
others, making the GNE concept more suitable for problems where agents’ decisions are
coupled through shared constraints, as is the case in decentralized control systems [92,93].

3.4.2 Closed-Loop Stability Analysis

Section 3.4.1 interprets closed-loop equilibrium points as generalized Nash equilibria, but
does not assert that an equilibrium point exists, nor whether it is stable; our main stability
result addresses both of these items.

As notation, let α = blkdiag(α1, . . . ,αN) and similarly for block diagonal C,D,Rd,
and let Kd = blkdiag(K1, . . . ,KN). Recall the adjacency matrix A of Section 3.2.1, and
let A denote an expanded version of this matrix, where each 1 or 0 becomes an identity
matrix or zero matrix of appropriate dimension. Based on these, and on the previously
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defined control parameters, define the constant L > 0 and the matrix M ∈ RN×N by

L =
∥Rd∥2 + ∥CK+DAT∥2∥Kd∥2∥C∥2

mini∈{1,...,N}(mi + rpi )
,

Mij =

{
∥Rd

i ∥2 −
∥Kii−Ki∥2
mi+r

p
i

(∥Di∥2∥Ci∥22∥Ki∥2), i = j

−∥Kij∥2
mj+r

p
j
(∥Ci∥2∥Cj∥2∥Kj∥2)−Nij, i ̸= j,

where Nij = Aij∥Di∥2∥Cj∥2/(mj + rpj ). We can now succinctly state the main result.

Theorem 3.4.2 (Closed-Loop Stability) Consider the closed-loop system consisting of
Algorithm 1 for each CA i ∈ {1, . . . , N} with the distribution system model (3.24). If M+
MT ≻ 0, then the closed-loop system possesses a unique equilibrium point (x⋆i ,d

⋆
i )i∈{1,...,N},

and the equilibrium is globally exponentially stable for all gain selections α = blkdiag(α1, . . . ,αN)
satisfying λmax(α)2/λmin(α) < λmin(M+MT)/L2.

Proof of Theorem 3.4.2: After eliminating the power set-points using (3.8), the dual update
laws in Step 3 of Algorithm 1 for the ith CA can be compactly expressed as

d+
i = P≥0

(
di +αi

(
Ciyi + bi +DixP(i) −Rd

i di
))
, (3.28)

where Ci,Di,bi are as in (3.26) and αi, R
d
i are as in Section 3.3.3. With d = (d1, . . . ,dN)

the stacked vector of all dual variables for all CAs, we can express all updates together in
vector form as

d+ = P≥0

(
d+α(Cy +DATx−Rdd+ βXset

0 ),
)

(3.29)

Where β = col(I2, 0) (mapping feeder set-point to the first control area). Proceeding
similarly, and using (3.23), the DER set-point update (3.21) can be compactly written as

x+
i = argmin

xi∈X i

fi(xi) +
rpi
2
∥xi∥22 + (d+

i )
TCiKixi. (3.30)

The update (3.30) can be equivalently expressed as [94]

x+
i = ∇F∗

i (−KT
i C

T
i d

+
i ), (3.31)

where Fi(ξi) = fi(ξ) +
rpi
2
∥ξi∥22 + IX i

(ξi), with IX i
(ξi) being the indicator function of the

constraint set X i and ∗ denoting convex conjugation. By assumptions in Sections 3.2.2,
3.3.1 & 3.4, Fi is (mi + rpi )-strongly convex, and hence F∗

i is continuously differentiable
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and 1
mi+r

p
i
-strongly smooth [94]. With Kd = blkdiag(K1, . . . ,KN), the stacked vector of all

set-point updates for all areas can then be written as

x+ = ∇F∗(−KT
dC

Td+), (3.32)

where F(ξ) =
∑N

i=1Fi(ξi). The closed-loop system is now described by the controller
(3.29),(3.32) with the grid model (3.24). Eliminating y and x, we obtain the simplified
representation

d+ = P≥0

(
d−αG(d) +α(Ck+ βXset

0 )
)
, (3.33a)

G(d) ≜ Rdd− (CK+DAT)∇F∗(−KT
dC

Td). (3.33b)

Let Eii = Kii −Ki. Then we may write

K = Kd +

E11 · · · K1N
...

. . .
...

KN1 · · · ENN

 ≜ Kd +∆.

Now we write G(d) =
∑4

k=1Gk(d), where G1(d) = Rdd and

G2(d) = −CKd∇F∗(−KT
dC

Td),

G3(d) = −C∆∇F∗(−KT
dC

Td),

G4(d) = −DAT∇F∗(−KT
dC

Td).

Let d,d′ be two dual vectors, and let δi(d,d
′) = (d− d′)T(Gi(d)−Gi(d

′)). Since Rd ≻ 0
and ∇F∗ is monotone [94], we immediately have the bounds

δ1(d,d
′) ≥

N∑
i=1

∥Rd
i ∥2∥di − d′

i∥22, δ2(d,d
′) ≥ 0.

For G3 and G4, using strong smoothness of Fi one quickly obtains the bounds

|δ3(d,d′)| ≤
∑N

i,j=1
Qij∥di − d′

i∥2∥dj − d′
j∥2,

|δ4(d,d′)| ≤
∑N

i,j=1
Q̃ij∥di − d′

i∥2∥dj − d′
j∥2,
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where Q, Q̃ ∈ RN×N
≥0 are defined element-wise as

Q̃ij =

{∥Cj∥2∥Di∥2∥Kj∥2
mj+r

p
j

, (i, j) ∈ ECA

0 (i, j) /∈ ECA

Qij =


∥Ci∥22∥Kii−Ki∥2∥Ki∥2

mi+r
p
i

, i = j
∥Ci∥2∥Cj∥2∥Kij∥2∥Kj∥2

mj+r
p
j

, i ̸= j.

Putting things together, we obtain the lower bound

δ(d,d′) ≥
∑N

i,j=1
Mij∥di − d′

i∥2∥dj − d′
j∥2,

where M is as defined in the theorem statement. Since M+MT ≻ 0, it therefore holds that

δ(d,d′) ≥ 1
2
λmin(M+MT)∥d− d′∥22,

so we conclude that G is strongly monotone. One quickly observes that G is also Lipschitz
continuous, with Lipschitz constant bounded by L as given in the theorem statement. By
Theorem 12.1.2 in [95], it now follows that (3.33) possess a unique equilibrium point d⋆ ≥ 0
and the equilibrium is globally exponentially stable if λmax(α)2/λmin(α) < λmin(M+MT)/L2,
which completes the proof. □

The diagonal elements of the matrix M can be interpreted as capturing the margin
of “local” closed-loop stability for each CA, while the off-diagonal elements capture any
potentially negative effects of interaction between the CAs. The stability conditionM+MT ≻
0 then has the elegant interpretation that local stability should outweigh inter-area coupling.
It is clear that this condition can always be satisfied by selecting sufficiently large values
for the dual and primal regularization parameters Rd

i and rpi , and that smaller values for
these parameters are permissible if the local sensitivity mismatch ∥Kii−Ki∥2 and the cross-
area coupling ∥Kij∥2 are small. The gain restriction λmax(α)2/λmin(α) < λmin(M+MT)/L2

states that one can obtain a stable tuning by starting α small and slowly increasing. Further
details on tuning will be presented next.

Remark 3.4.3 (Nonlinear System Dynamics & Stability) Theorem 3.4.2 is based on
the linearized system model (3.24), which may lose accuracy in heavily loaded feeders due
to power flow and load non-linearity. For such cases, low controller gains are recommended
to mitigate the impact of these non-linearities. A nonlinear stability analysis using robust
control tools from [96] appears feasible and is considered for future work. □
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3.4.3 Practical Tuning Guidelines

Before moving to our case studies, we provide practical guidelines for tuning the parameters
in Algorithm 1. Each LC must set the following parameters, which can be systematically
tuned, as follows:

Sampling period Ts

The sampling period is mainly constrained by the quality and speed of the communication
infrastructure; see [97,98] for discussion on communication technologies and standards. As
is the case in all digital control systems, lower sampling periods are preferred.

Cost functions fij(xj)

The DERs and VDERs cost functions will determine the relative steady-state allocation of
control actions to DERs by the LC. The LC manager can set these costs to preferentially
use or discourage certain DERs based on any desired operational criteria, e.g., speed of
response, or to introduce different marginal costs for high vs. low utilization of a DER.
As mentioned previously, for VDERs the selection (3.11) will mimic the case of a single
grid-wide centralized dispatch.

Tracking Tolerances Eip and Eiq

These tolerances should be set based on desired set-point tracking accuracy at the feeder
head. Due to the constraint-softening effects of regularization (Section 3.4.1), tightening of
these tolerances may be beneficial.

Regularization parameters rpi and Rd
i

From the result of Theorem 3.4.2, larger values of regularization parameters help ensure
closed-loop stability. Conversely though, from the discussion in Section 3.4.1, larger regular-
ization parameters lead to softer enforcement of voltage, current, and tracking constraints.
Thus, there is a trade-off; these parameters should be large enough to ensure stability, but
small enough to ensure minimal or no constraint violation. From (3.17), setting Rd

i means
setting 7 parameters for each CA. To simplify this, we express these 7 parameters as multi-
ples of a single constant r̃di > 0, as shown in the third column of Table 3.1; the constants
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(cλ,i, cµ,i, . . .) are unit conversions and are shown in the third column of Table 3.2. For each
LC, the only regularization parameters to set are now r̃di and rpi ; these values can always
be initialized for stability based on Theorem 3.4.2 and then decreased if voltage/current
constraint violation is observed.

Dual Step Sizes α

The step sizes α control how aggressively each LC reacts to constraint violations, and
can be thought of as integral control gains. From (3.20), each LC has 7 such gains to set,
and it is again helpful to express all gains as multiples of a single dimensionless constant
αi > 0, as shown in the second column of Table 3.1; the constants (aλ,i, aµ,i, . . .) are shown
in the second column of Table 3.2. This reduces the gain tuning to a single parameter αi;
following Theorem 3.4.2, we recommend that one slowly increases αi to ensure stability.
The constants (aλ,i, aµ,i, . . .) are fixed based on unit conversions, but are further adjusted
to reflect the relative dynamic importance of voltage/current limits, and power tracking
constraints in implementation (see Sections 3.6.1-3.6.3). In particular

(i) the constants (aγ,i, aν,i) associated with voltage constraints have been made larger
compared to constant (aζ,i) associated with current constraints; this ensures voltage
constraints are quickly maintained, as transient violation of currents above their
steady-state limits is acceptable over time-frames of ∼ 10− 20s.

(ii) the constants (aλ,i, aµ,i) associated with active power tracking have been made larger
compared to the constants (aη,i, aψ,i) associated with reactive power tracking. This
prioritizes fast active power tracking, and minimizes transient voltage fluctuations,
particularly in CAs deeper within the network.

3.5 MATDSS

MATDSS Application is a MATLAB®-based tool that seamlessly integrates with OpenDSS©

[99], a specialized standalone application for distribution network simulations3. OpenDSS©

3OpenDSS©is an established electric power distribution system simulation tool. It supports multi-phase
unbalanced simulations, uses a nonlinear power flow solver, and includes nonlinear load models, making it
particularly suitable for realistic distribution network simulation [99].
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Table 3.1: Dual variables step-sizes and regularization parameters; units of the scaling coefficients
can be inferred from Algorithm 1.

Controller State (unit) Gain Regularization

λi (W) αλ,i = aλ,iαi rλ,i = cλ,ir̃
d
i

µi (W) αµ,i = aµ,iαi rµ,i = cµ,ir̃
d
i

ηi (Var) αη,i = aη,iαi rη,i = cη,ir̃
d
i

ψi (Var) αψ,i = aψ,iαi rψ,i = cψ,ir̃
d
i

γi (
W2

V
) αγ,i = aγ,iαi rγ,i = cγ,ir̃

d
i

νi (
W2

V
) αν,i = aν,iαi rν,i = cν,ir̃

d
i

ζi (
W2

A
) αζ,i = aζ,iαi rζ,i = cζ,ir̃

d
i

Table 3.2: Default configurations for LC controllers.

Parameter Value Parameter Value Parameter Value

αi 0.002 aλ,i 103 cλ,i 10−3

rpi 10−4 aµ,i 103 cµ,i 10−3

r̃di 10−3 aη,i 103 cη,i 10−3

Eip 100W aψ,i 103 cψ,i 10−3

Eiq 100Var aγ,i 1012W
2

V2 cγ,i 10−12 V2

W2

vi 1.05p.u. aν,i 1012W
2

V2 cν,i 10−12 V2

W2

vi 0.95p.u. aζ,i 107W
2

A2 cζ,i 10−7 A2

W2

provides an engine that interfaces with MATLAB®via a COM interface [99], enabling efficient
communication between the two platforms.

The development of MATDSS was driven by two main challenges. Firstly, the control
framework developed for this research resulted in a highly complex system with numerous
parameters to manage. Handling these parameters within the code proved difficult, and
monitoring the system’s performance during simulations was nearly impossible. MATDSS
addresses this by providing a graphical user interface (GUI) that allows for live monitoring,
parameters management, and the ability to enable different components (such as low-
pass filters, PD control and disturbances). In addition, MATDSS allows for modifying
control parameters, and plotting outputs for control areas and DERs directly within the
application. A standout feature of MATDSS is its ability to partition a feeder without
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altering the simulation files of OpenDSS©, thereby managing control actions and time-
series simulations from within the same application.

Secondly, while OpenDSS©is recognized as a standard solver for distribution systems,
it lacks built-in time-series simulations for controlled structures like the ones proposed
in this research. Integrating OpenDSS©with MATLAB®was essential to conduct these
simulations and verify the presented work. This integration allows the framework to be
easily adapted for different circuits and scales to control multiple areas within a feeder, as
demonstrated with the IEEE-8500 simulation involving 49 control areas (see Section 3.6).

MATDSS serves as a core platform available for researchers to link MATLAB®and
Simulink with OpenDSS©, providing a foundation for further development and integration
of advanced control structures with distribution networks. The Application primarily focuses
on modeling distribution network feeders within MATLAB®using OpenDSS©solver engine.
It manages the dynamics and time-series simulations, transmitting updates to OpenDSS©for
circuit components as they occur. The simulations presented in this thesis utilize MATDSS
Application V0.92 and V0.94 with OpenDSS©V9.6.1.3.

MATDSS facilitates the import of existing OpenDSS©distribution feeders or the creation
of new feeders through OpenDSS©scripts. The software is available at [100]. In the following
subsections, we outline the key functionalities of MATDSS Application and provide a
succinct overview of its user interface.

3.5.1 MATDSS Key Features

MATDSS Application was developed to ease the integration of MATLAB®with OpenDSS©,
especially for implementing complex control architectures such as the one described in
previous sections. The development process focused on the following key features:

• Modular Functions: Allows extensive modification and overriding of default char-
acteristics, enhancing adaptability for advanced control schemes.

• Feeder Structure and Control Areas: Supports partitioning feeders into multiple
control areas and saving customized structures for easy access and modification.

• DER and LC Configurations: Provides comprehensive control over DER and LC
configurations, including advanced control features like PID and low-pass filtering.

• Simulation Setup Data: Pre-defines simulation variables and parameters for quick
recall, significantly reducing simulation setup time.
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• Additional features: Provides precise control over time configuration, real-time
monitoring, customizable plotting, and export functions for comprehensive simulation
analysis.

Modular Functions

MATDSS allows for extensive modification and overriding of default characteristic, enhanc-
ing adaptability. For instance, users can easily modify or include multiple models of DERs
dynamic behavior by updating MATDSS DERUpdate.m. This modular approach empowers
researchers and engineers to implement advanced control schemes and simulations efficiently.

Feeder Structure and Control Areas

Using OpenDSS engine,MATDSS is compatible with all pre-defined feeders in the OpenDSS©

library. Moreover, the application allows partitioning the feeder structure into multiple con-
trol areas, facilitating easy manipulation of the structures. These customized structures are
saved in xlsx spreadsheets for convenient access from outside the application. MATDSS
can read modified spreadsheets and update the setup accordingly, ensuring seamless inte-
gration and efficient workflow management.

DERs and LCs Configurations

MATDSS provides comprehensive control over DERs and LCs configurations, aligning with
the setup discussed in Sections 3.3-3.4. It offers default values for newly defined DERs and
LCs according to Tables 3.2 and 3.3. Additionally, the application allows for selecting branch
currents and voltage phases that are monitored and controlled, automatically allocating
them to their respective local controllers. Advanced control features such as PID and
low-pass filtering (to be described in Section 3.6.1) are also included.

Simulation Setup Data

The pre-definition of Simulation Setup Data allows the application to generate all necessary
simulation variables and parameters including sensitivity matrices, states and parameters of
local controllers, configurations of DERs, simulation time settings, and disturbances. Users
can swiftly recall this information before initiating a new simulation, significantly reducing
the setup time. This feature proves particularly advantageous for large distribution feeders
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with multiple control areas, where for IEEE-8500 feeder, the initialization of simulation
setup for the 49 CAs structure typically takes 7 to 10 minutes. With MATDSS, the recall
process merely takes 1 minute, leading to significantly faster experience.

Experiment Setup, Time Configuration, Real-time monitoring and Simulation
Output Visualization and Export

MATDSS GUI features an intuitive design, providing the users with the flexibility to
swiftly switch between different OpenDSS circuits. It allows for precise control over time-
configuration for the simulation and control. Users can adjust controller time-steps and
simulation times-steps to accommodate dynamic DERs response, if necessary.

Moreover, MATDSS enables real-time monitoring of DERs response, in addition to
control areas’ powers, voltages and currents along with their associated dual variables.
The program offers a customizable plotting functionality that enhances the visualization
experience. Users can select specific variables to be plotted, and the plotting environment
dynamically updates accordingly. Additionally, the plots include legends describing the
curves being displayed, which enhances clarity and interpretation.

Furthermore, MATDSS includes an export function that saves comprehensive informa-
tion about the simulation run. This includes all parameters and configurations considered
during the simulation, as well as any generated plots within the application. This feature
facilitates accessible analysis of the output results, enabling users to review and interpret
simulation data with ease.

3.5.2 MATDSS Application GUI

In this section, we provide a brief description of the GUI of MATDSS Application V0.92. In
Figure 3.4, the main MATDSS Application window is shown. The main window contains a
list of available OpenDSS files in the default directory. The main center block is occupied
by a tab group that contains the simulation plots, configurations and OpenDSS file editor.
The plot settings are controllable once the simulation is complete, and by selecting multiple
entries, the plot is updated accordingly. The Application has a console that updates the user
with the current status and what the program is calculating during the simulation process.
In addition, a status bar is located at the bottom that shows the current functionality that
program is performing. A progress meter is located at the bottom right to inform the user
of the current progress percentage during the simulation. During simulation run time, the
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focus is set automatically to the DER status tab, which displays live updates about the
performance of the DERs while the simulation is running.

Available OpenDSS Feeders Dynamic Plot Settings

Main Tab Group Area

Application Console
Progress meter

DERs Status

Figure 3.4: MATDSS Application Main Window.

Moving to the configuration tab, a sub tab-group is shown where the feeder configuration
is set. The first tab within this group is the DERs configurations. Here, the table shows the
parameters set for the DERs and their types (where one can predefine the models and the
characteristics of the DERs beforehand), see Figure 3.5. The GUI allows for adding new or
deleting DERs by selecting them and clicking on the button accordingly. Once the DERs
are set and defined, the user can click on Save button to save the current table (or update
the saved one) in Excel Configuration files. Clicking Save All would save all updated
configurations from all tabs to the corresponding Excel files. The function would update
existing tables in Excel or create new spreadsheets if the configurations are for a new feeder.
The Load Configs. button loads saved configurations of the selected OpenDSS file, if
available. The Console updates the user about the loading progress, and if successful, the
tables in all configuration tabs are updated4. At the bottom, the global controller gain
can be set, along with a table of custom disturbances that can be defined and set to be
connected for a window of time.

4The ‘Advanced Control’ tab is not included yet in the save and load feature.
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Feeder Con�gurations 

Custom Disturbances

Load from and save to Excel

Figure 3.5: MATDSS Application Configuration Tab group and DERs configuration table.

Lastly, on the right side, there are two buttons Generate and Save Simulation
Setup Data and Manage Simulation Setup Data that are concerned with gener-
ating a variable called SimData that contains all required variables for the simulations and
parameters, including sensitivity matrices, control areas, and controllers states and related
variables. The latter, when clicked, opens a SimData viewer that shows the available mat
files and displays a summary of the configurations saved, see Figure 3.6. Loading saved
simulation setup can speed up the initialization process, as the setup of the control structure
is fixed for a system when tuning is in progress, or for different simulation cases.

The V & I tab lists available phases and branches for control. Selecting (by highlighting)
a phase or branch instructs the corresponding local controller to monitor and control the
corresponding voltage/current. Figure 3.7 shows the V & I configuration tab where some
branches and phases are selected.

Control Areas tab is the one concerned with control areas definition, local controllers’
configurations and VDERs setup, see Figure 3.8. The parameters shown are based on the
setup discussed before in Sections 3.3-3.4.
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Shows a summary of Con�gurations before loading

Figure 3.6: MATDSS Application - SimData management window.

Figure 3.7: MATDSS Application V & I configuration tab.
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Figure 3.8: MATDSS Application Control Areas Configuration Tab.

54



Lastly, Figure 3.9 shows the advanced control tab, which contains the optional setup
and configurations for the low-pass filter (LPF), and the additional PD controllers.

Figure 3.9: MATDSS Application optional configurations for low-pas filter and PD controllers

.

OpenDSS File tab is the last tab in the main tab group of the main window and displays
the main OpenDSS script, see Figure 3.10. The text editor allows for direct changes to be
made to the OpenDSS script and saving the edits. The file needs to be saved to reflect the
changes when calling OpenDSS solver as it reads the file separately.

3.6 Case Studies

We present three case studies of increasing complexity to illustrate and validate the proposed
design: (1) a simple 5 bus feeder, (2) the IEEE-123 bus feeder, and (3) the IEEE-8500 bus
feeder. The simple 5-bus feeder will be used to demonstrate the basic functionality of the
controller, including how CAs and LCs interact with one another; the latter two test systems
will demonstrate scalability of the approach.

The tests were run using the customized application, MATDSS V0.92. The feeders are
defined using OpenDSS Scripting Language, with the IEEE-123 and IEEE-8500 feeders
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Edit and Save OpenDSS script within MATDSS

Figure 3.10: MATDSS Application OpenDSS script editor.

receiving minor modifications from their original versions in OpenDSS©; see Appendix B for
details on these modifications. We set all LCs control parameters to the nominal values in
Table 3.2, unless specified otherwise; current limits vary by line. For current control examples,
we report the limits considered. Controllable DERs are integrated throughout the test
systems. As our only requirement is that these DERs are responsive to dispatch commands,
the internal dynamics and specific nature of the DERs are of secondary importance; each
DER is modelled as having a first-order response to power commands with time constant τ ;
more detailed DER models with internal controls can be easily integrated within MATDSS,
see [100,101]. All DER power limits are box constraints Xj = [xj, xj]; see Table 3.3.

Table 3.3: DER’s Default parameters.

Parameter Value Parameter Value

τj 0.2s C ′′
j , C

′
j diag(20, 20), (0, 0)

xj (−106W,−106Var) xj (106W, 106Var)
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Each test system is divided into CAs. Our design will be compared and contrasted
with a baseline centralized controller, labelled 1CA, which is a 1-area implementation of
our hierarchical controller, acting with global information to control all DERs within the
feeder; this serves as a “best case” against which to compare our hierarchical design. For
all feeders, we consider the case where the TSO request is of the form Xset

0 = (pset
0 , 0), i.e.,

active power tracking at the DN-TN interface. The sampling time of the controller is set as
Ts = 100ms. Throughout the tests and for all controllers, we set rpi = 10−4, r̃di = 10−3, and
αi = 0.002, and we set the corresponding gains as in Table 3.2. With these regularization
parameters, for tracking within ±1kW for pset

i,0 , we tighten the power tracking constraints
and set Eip = 100W and Eiq = 100Var. Appendix B lists all MATDSS related configurations
used for the simulation runs shown here.

Remark 3.6.1 (Synchronous CAs) We consider synchronous controllers where all LCs
use the same sampling time; however, the framework does not require the nested controllers
to wait for updated set-points from their parent LCs. Each controller considers the last set-
point when updated set-point is not provided, and utilize feedback measurements to control
the DERs within the CA. □

3.6.1 5-Bus Feeder

Consider the three-phase 5-bus feeder of Figure 3.11, which has been partitioned into two
CAs. Within the feeder, three DERs are placed at buses n3, n4 and n5, with a VDER added
to CA1, representing the LC in CA2. There are two loads of 400kW and 770kW with power
factor of 0.9 at buses n4 and n5, respectively. The purpose of our test here is to illustrate
the basic behaviour and response of the controller.

L1

n1 n2 n3 n4

L2

Load1DER2

DER1

n5

DER3

VDERCA2

CA1 CA2

Load2

L3

12.47 : 4.16
kV kV

Figure 3.11: Three phase 5-Bus feeder circuit.
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A reference change of 200kW is requested at the feeder head at t = 0, and a load change
(disturbance) of 100kW (0.9pf) at t = 5s located at bus n5. The change in power at the feeder
head serves as a metric to gauge the tracking performance of the controllers. Simultaneously,
the response to disturbances provides insights into how both centralized and decentralized
controllers effectively manage local constraints and disturbances. The power response at the
feeder head is shown in Figure 3.12a, which as discussed plots both a hierarchical two-CAs
and a centralized one-CA implementation. The figure shows the change in power flow at
the interface bus of the feeder head across all phases, i.e., ∆p0 = ∆1Tp1,0.

The multi-area implementation (2CAs) shows a more sluggish response compared to
the centralized implementation (1CA). While not covered by our theory, we have found
this sluggishness can be overcome by (i) incorporating proportional and derivative (PD)
control action into the LC controller, and (ii) passing the control signal for VDERs through
a Low-pass Filter (LPF). To explain the first modification, consider the λi update in
Algorithm 1. This can be viewed as integral-type controller λ+i = P≥0(λi + αλieλi) acting
on the error eλi := 1Tpi,0 − pseti,0 − Eip − rλiλi. Let ei denote the stacked vector of all these
errors. Incorporating PD action alongside this integral controller can accelerate the overall
response time. This is done by modifying Step 4 in Algorithm 1, wherein the argument d+

i

is replaced by d̃+
i , where

d̃+
i = d+

i + κpei + κd(yi − y−
i ),

where yi = col(1Tpi,0,−1Tpi,0, 1Tqi,0,−1Tqi,0,vi,−vi, ii) is the stacked vector of raw mea-
surements, and κp and κd are diagonal matrices of proportional and derivative gains. We
have found that derivative action need only be used for VDERs. The second modification,
a low-pass filter, is used to eliminate the passing of aggressive control actions down through
VDERs, which allows higher level controllers to use larger integral gains. After Step 4 of
Algorithm 1, the VDER set-points are passed through a low-pass filter before being sent to
the child areas. See Appendix B for details on tuning of the proportional-derivative gains
and low-pass filter time constants.

Returning now to Figure 3.12, the 2CALPF−PID curve shows the response of the 2CAs
structure with PID controllers and LPF filtering. With this implementation, one can achieve
tracking results similar to single-area system (1CA) in terms of power set-points while
preserving data privacy and maintaining a hierarchical control structure. The settling time
after the step change was 1.07s for 1CA, 1.78s for 2CA, and 1.02s for 2CA with PID
controllers and LPF filter. Note that the disturbance at t = 5s, which occurs in the child
area, is quickly rejected by both the 1CA and 2CAs implementations.

Figure 3.12b plots the active power responses of the three DERs during the test. Notably,
both 1CA and 2CAs (LPF − PID) implementations exhibited similar settling times and

58



DER participation when responding to the initial step-change. Importantly however, when
compensating for the disturbance at t = 5s located at bus n5, the 1CA and 2CA implemen-
tations behave differently. In the 2CAs implementation, the disturbance was regarded as
local perturbation within CA2, and consequently, only DER2 and DER3 were responsible
for providing compensation. In contrast, the 1CA implementation re-dispatched all DERs
to mitigate the disturbance. In subsequent plots and tests, all multi-CA implementations
will include PID action and low-pass filters, and we drop the ‘LPF− PID’ annotation.

The dashed lines in Figure 3.13 show the voltage at bus n4 and the current on line L3
during the test; with voltage limits set to their nominal values and current limit of 135A.
To illustrate how effectively the controllers maintain local circuit constraints, we tighten the
voltage and current constraints to v = 0.974p.u. and i = 123A, and repeat the test, with
results plotted in solid lines. Both configurations, 1CA and 2CA, showed similar response
and enforced the operational constraints in equilibrium. For details on the controller gain
settings, please refer to Appendix B.

DER1 not participating in CA2 disturbance response

DER2 & DER3 responding to local disturbance in CA2

1CA

Disturbance at n5 in CA2
(a)

(b)

Figure 3.12: 5-Bus feeder step-tracking with disturbance response. (a) Tracking of ∆p0 with
1CA (blue) and 2CA (orange) configurations. (b) DERs active power responses. Dashed lines
corresponds to single-area (1CA) while solid lines corresponds to multi-area (2CAsLPF−PID). (1CA:
aλ,1, aµ,1 = 5× 103, 2CAs: aλ,2, aµ,2 = 5× 103, 2CAsLPF−PID: α1, α2 = 0.003, aλ,2, aµ,2 = 5× 103)
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Figure 3.13: 5-Bus feeder step-tracking with disturbance voltage and current control with 1CA
(blue) and 2CA (orange) configurations. Dashed lines corresponds to regular constraints on voltage
(v = 1.05 p.u.) and 135A current limit.

Remark 3.6.2 (Low-Pass Filter Design & Stability) Adding a low-pass filter to the
interface between control areas introduces a pole into the system. The low-pass filter needs
to be carefully designed to ensure that it does not cause instability. In this work, we designed
the low-pass filter by observing the oscillation dynamics prior to adding the LPF to the
VDER set-points.

3.6.2 IEEE-123 Feeder

Following the proposed control structure described in Section 3.2, the IEEE-123 feeder
is partitioned into 6 control areas as shown in Figure 3.145. The feeder head area (CA1)
is the parent area for both CA2 and CA3, with CA4 a further child of CA2, and CA5
and CA6 further children of CA3. This permits an investigation of the impact of multiple
parent-child layers on the control performance.

5We partitioned the feeder into 6 CAs of approximately equal sizes with 3 levels of nested hierarchical
structure. This is considered to analyze the impact of lower level CAs on higher level CAs when responding
to set-point change requests and local disturbances.
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As shown in Figure 3.14, there are 4 DERs per CA, with cost parameters C ′′
j =

diag(40, 40) for all DERs, and remaining parameters as in Table 3.3. All VDER costs
are set according to (3.11).

We next demonstrate the response of both configurations (1CA and 6CAs) to two test
scenarios: 1) step-tracking with disturbances, and 2) stepped-ramp-tracking with distur-
bances.

Disturbance
DER VDER

Figure 3.14: IEEE-123 bus feeder with six control areas.

Step-tracking with disturbances

A step change of 200kW is requested at the feeder head at t = 0s, followed by two distur-
bances: a 100kW (0.9pf) load change at bus 25 in CA2 at t = 5s, and a 100kW (0.9pf) load
change at bus 81 in CA6 at t = 10s. The responses of the centralized controller and the
multi-CAs implementation are shown in Figure 3.15. Note that the 6CA implementation
incurs only a minor hit in performance, despite its decentralized hierarchical nature.
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Figure 3.15: IEEE-123 feeder step-tracking with two disturbances. (1CA: α1 = 0.001, aλ,1, aµ,1 =
2× 103, 6CAs: α1 = 0.0096, α2,3,4,5,6 = 0.00432, aλ,1, aµ,1 = 5× 103)

Stepped-ramp-tracking with disturbances

To demonstrate the tracking capabilities of the multi-CA design, we consider ramp-like
reference signal at the feeder head, where a change of 20kW occurs every 1s. We consider
the same two disturbances as in step-tracking test, where the disturbances are triggered
at different times: dist. 1 (disturbance at bus 25 in CA2) is connected from t = 10s until
t = 50s, while dist. 2 (disturbance at bus 81 in CA6) is connected from t = 20s until
t = 40s. The power tracking response is shown in Figure 3.16, with insets showing details
of the transient response. The multi-CAs implementation produces results similar to the
centralized 1CA implementation.

Figure 3.17 shows the active power responses of the DERs in the feeder, where DERs
have been grouped based on the CA they belong to, to focus on the collective response
of different CAs. For the centralized controller (black curves), all DERs throughout the
system show similar behavior when responding to set-point changes or disturbances, as
they all have the same cost function, where all DERs respond promptly.

The DERs in the 6CA implementation behave differently. Focusing on the first 10
seconds, after each step-change in set-point at the feeder head, DERs within CA1 (dark blue)
respond the fastest, followed by lower-level areas gradually increasing their participation.
The DERs in child areas of CA1 (i.e., CA2 and CA3) accelerate their response faster
than those in grandchild areas. Importantly, the “oscillations” here are not a form of
instability, but are the result of CA1 responding aggressively to meet the set-point, then
ramping down as other CAs begin to contribute. Focusing now on the disturbance at
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Figure 3.16: IEEE-123 feeder ramp-tracking with two disturbances.

1CA
CA2 
dist.

CA6
dist. CA1

CA6

CA3

Figure 3.17: IEEE-123 feeder ramp-tracking DERs response. Black curves are DERs responses for
centralized 1CA implementation.

bus 81 within CA6 at t = 20s, similar observations hold (Figure 3.17, inset). The parent
areas CA3 and CA1 (parent of CA3) initially respond to maintain tracking at the feeder
head, while concurrently, the contingent area (CA6) ramps up its DERs to counteract the
disturbance locally; CA2 and CA4 display minimal response. Thus, in the multi-area setup,
local disturbances are compensated by local DERs, while parent areas ensure set-point
tracking during the transient adjustment.

Figure 3.18 plots selected voltages in the circuit during the previous test, with origi-
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nal voltage limits (blue) and a tightened lower voltage limit v = 0.99p.u. (orange). The
controllers effectively maintain voltage levels within these new limits while responding to
step-changes and disturbances.
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Figure 3.18: Voltage magnitudes for a representative set of buses using multi-CAs configuration.
Blue: v = 0.95p.u. and Orange: v = 0.99p.u.

3.6.3 IEEE-8500 Feeder

Our case study of the IEEE-123 bus feeder in Section 3.6.2 highlighted interactions between
parent CAs and their children in response to set-point changes and disturbances. In sys-
tems of this size, centralized control may still be feasible. For very large systems however,
a centralized control approach becomes cumbersome, and suffers from increased computa-
tional, communication, and information privacy issues. Our final case study on the large
IEEE 8500 bus feeder is aimed at demonstrating the scalability of the proposed multi-area
controller, wherein the use of primarily local measurements and model information helps
in overcoming the practical limitations of centralized optimization-based control.

The 8500 bus feeder is partitioned here into 49 CAs of varying sizes and composition,
spread across a 13 layer hierarchy; the control area graph GCA is shown in Figure 3.19.
The areas range from 10 to 322 buses, with some areas deeper within the feeder hierarchy
containing entirely single-phase circuits. This variation in area sizes demonstrates the
capability of the proposed structure to effectively coordinate multiple CAs with disparate
sizes and structures. DERs are placed throughout the network across all areas, with the
number of DERs ranging from 4 to 127 per area, resulting in a total of 2,062 DERs, including
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1-, 2-, and 3-phase DERs. A color coded bus map of the feeder is shown in Figure 3.20. For
more detailed information regarding the control areas and controllers configurations, please
refer to Appendix B.

Figure 3.21 plots the tracking response of both configurations, 1CA and 49CAs, to a ramp
change in power set-point at the feeder head, in increments of 120kW each second. Despite its
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Figure 3.19: IEEE-8500 feeder control areas’ tree with 13 nested levels of control areas.

Figure 3.20: IEEE-8500 bus feeder with 49 control areas.
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Figure 3.21: IEEE-8500 feeder ramp-tracking. (1CA: α1 = 0.0015, aλ,µ,η,ψ = 20, 49CAs: α1 =
0.0004, αrest = 0.0002, aλ,1, aµ,1 = 5× 103)

highly decentralized and hierarchical architecture, our multi-area control scheme produces a
response similar to an ideal centralized implementation. The multi-area architecture enables
privacy preservation and operational boundaries while optimizing of thousands of DERs
responses in real-time for fast TN-DN coordination.

3.7 Summary

We have developed, theoretically analyzed, and tested a multi-area feedback-based hierar-
chical control framework to coordinate distribution level DERs and DER aggregators in
response to TSO power requests. The proposed framework addresses the pressing need for
an effective and practical DER coordination framework that meets four critical require-
ments: speed, model independence, primarily local measurement and data reliance, and
privacy/operational boundary preservation. The theoretical foundation of our framework is
rooted in feedback-based hierarchical control theory, where the distribution network is par-
titioned into multiple Control Areas (CAs). Each CA operates with its own local controller,
which communicates with neighboring CAs through limited information exchange. This
hierarchical structure enables a scalable approach to managing DERs, allowing for both
centralized oversight and decentralized decision-making at different levels of the network
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hierarchy.

Additionally, our framework’s practical application is exemplified through MATDSS.
MATDSS Application is a MATLAB®-based tool designed to integrate seamlessly with
OpenDSS©, a specialized application for simulating distribution networks. Using a COM
interface, it efficiently communicates with MATLAB®to model distribution network feeders
within an OpenDSS©solver engine. The software operates through a user-friendly GUI,
enabling import of existing feeders or creation of new ones via OpenDSS©scripts. Key
features include modular functions for customizable DER and local controller behavior,
partitioning of feeders into control areas, and extensive simulation setup management. It
offers real-time monitoring, customizable plotting, and export functionalities for simulation
data analysis. MATDSS facilitates efficient workflow management and quick simulation
initialization, enhancing usability for researchers and engineers working on complex control
architectures and simulations.

Furthermore, the incorporation of PID and LPF controllers into the control actions was
crucial for enhancing the dynamic response of DERs within our framework. The LPF-PID
implementation aims to smooth control signals and mitigate high-frequency oscillations,
thereby improving system stability and performance. This enhancement was driven by
insights gained from the interactions within the hierarchical CAs, where oscillations were
observed, as well as from established tuning guidelines. The identified need for robust
control mechanisms capable of managing varying DER dynamics and network conditions
necessitated this implementation.

Our methodology involved developing and analyzing the hierarchical control structure
through detailed simulations on various test cases. Initially, we examined a simplified 5-
bus feeder to validate the framework’s ability to enforce voltage and current constraints
under different operating conditions. This foundational study laid the groundwork for
scaling our approach to larger and more complex networks. Moving to the IEEE-123 bus
feeder, partitioned into six control areas, we explored the interaction between parent and
child CAs within the hierarchical framework. This analysis demonstrated how hierarchical
layers facilitate coordinated responses to dynamic disturbances and set-point changes while
preserving local operational autonomy. The results highlighted that our approach maintains
system stability and efficiency comparable to centralized methods, with enhanced resilience
to local perturbations.

For the IEEE-8500 bus feeder, comprising 49 control areas across multiple nested lev-
els, our framework showcased its scalability and robustness. This large-scale case study
illustrated how the hierarchical structure optimally coordinates thousands of DERs dis-
tributed throughout a complex network. By leveraging primarily local measurements and
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limited inter-area communication, our framework ensures rapid response times and effec-
tive coordination of DERs to meet fluctuating power demands. The case studies illustrate
how the proposed architecture addresses the information, communication, computational,
and scalability issues of a centralized feedback-optimization controller, with no significant
degradation in dynamic performance compared to an idealized centralized implementation.

68



Chapter 4

Enhanced Integration of DN
Controllers at the TN Control Layer
for Fast Frequency Regulation

4.1 Introduction

In this chapter, we focus on developing an integration scheme to combine the Distribution
Network (DN) hierarchical control structure, as developed in Chapter 3, with a recently
proposed fast frequency regulation Transmission Network (TN) architecture [32]. This
integration aims to harness DN-DERs to participate in frequency control at the TN layer.

We begin by constructing a linear model that captures the dynamic response of DN-
DERs to commands from the TSO. This model is rooted in a simplified optimization
problem for the DN control structure developed in Chapter 3. The model is then integrated
into the TN controller design, thereby enhancing overall system performance compared to
the approach presented in [32].

Key features of the integration method include:

• Simplified Linear Model Extraction: We propose a linear model representing
the DN-DERs dynamics relying on a simplified optimization problem of the DN
controllers. This model is then incorporated into the TN controller design process.

• Enhanced Responsiveness: Incorporating the DN model within the TN controller
design process enhances system responsiveness and grid stability. Simulations of
various DN configurations demonstrate the effectiveness of the proposed approach.
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The integration scheme with the TN control architecture proposed in [32] is evaluated
through simulations using MATDSS, Simulink and OpenDSS©. In the following sections,
we present a comprehensive approach to designing the TN controller, specifically following
the referenced scheme for fast frequency regulation.

4.2 Overview of Proposed TN-DN Integration for Fast

Frequency Regulation

The high-level objective of the TN-DN integration is to leverage the available flexibility
within the DNs to provide ancillary services such as frequency and voltage support, by
requesting active and reactive powers from the DN-DERs. The TSO would request a power
set-point Xset

i,0 = (pseti,0 , q
set
i,0 ) ∈ R2 that is to be tracked by the ith DN hierarchical control

structure at the interface bus between the two networks. In our scheme, the TN controller
would not require detailed insights about the operation within the DN feeders; instead, it
uses an approximate model of the anticipated response to design and tune the frequency
controller at the TN layer.

The TN control scheme in [32] is designed to manage TN-IBRs to provide rapid and
localized responses to frequency events in power grids. The scheme considers a power
system with multiple control areas called Local Control Areas (LCAs). Within each LCA, a
high-bandwidth low-latency measurements are available for local decision-making. A local
controller within each LCA, comprising a disturbance estimator and a power allocator, re-
dispatches the area’s IBRs by estimating and rejecting local disturbances using frequency
and area tie power flow measurements. The disturbance estimator uses a local dynamic
model of the LCA and measurements to detect frequency events. It then generates real-time
estimate of the net unmeasured active power imbalance within the LCA and the power
allocator optimally re-dispatches local IBRs to correct the imbalance.

Control actions carried out within the framework in [32] assume a fast response from
IBRs and do not consider their dynamic behavior. The IBRs are assumed to have immediate
droop response directly proportional to the frequency deviation. The design of the local
controllers is based on a simple aggregated area model. In the TN-DN integration, the DN
hierarchical control structure replaces the TN-IBRs within the fast frequency regulation
control framework.

In the following section, we introduce the TN frequency controller proposed in [32],
focusing on a single LCA, as the TN-DN integration occurs within a single area. We then
extend the proposed controller design to incorporate a linear DN dynamic model.
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4.2.1 Transmission Network Fast Frequency Control

We focus on a TN consisting of a single control area with a local controller that will re-
dispatch the TN-IBRs to reject disturbances and regulate frequency swiftly. The IBRs are
assumed to be fast-acting resources available for the TN local controller to utilize. Consider
the IEEE 9-bus system depicted in Figure 4.1. The overall system consists of 9 buses, 3
synchronous generators, 6 transmission lines and 2 TN-IBRs (the TN-IBRs will eventually
be replaced with our distribution network control structures). The TN controller acts on
power and frequency measurements, re-dispatches the IBRs to regulate the frequency and
corrects local net-load imbalances.

The control scheme comprises two main phases: a disturbance estimator and a power
allocator. The disturbance estimator processes system measurements to produce an estimate
∆P̂u of the unmeasured net active power imbalance within the TN, relative to the current
dispatch point. This imbalance is then allocated to the IBRs within the system to reject
the disturbance. We describe the design process of the estimator and allocator next for a
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Figure 4.1: IEEE 9-bus power system with 2 distribution feeders integrated in place of TN-IBRs
and a disturbance load.
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single LCA network following the approach in [32].

Disturbance Estimator

The estimator design begins with a nominal (small-signal) dynamic model of the LCA
dynamics at the current dispatch point. A two-state System Frequency Response (SFR)
model that describes the machine mechanical and turbine-governor response [32,102,103] is
considered. In this model, the frequency deviation represents the averaged system frequency
response of all generators and frequency-responsive loads. The two-state model for the
considered TN system in Figure 4.1 can be written as

2H∆ω̇ = −(D + 1
Ribr

)∆ω +∆Pm −∆Pu +∆Pibr,tot, (4.1a)

TR∆Ṗm = −∆Pm −R−1
g (∆ω + TRFH∆ω̇), (4.1b)

where ∆ω (p.u.) is the frequency deviation, ∆Pm (p.u.) is the mechanical power change, H
(s) is the inertia constant, TR (s) is the reheat time constant, D (p.u.) is the load damping,
FH is the fraction of total power generated by high pressure turbine and Rg, Ribr (p.u.)
are the generator and IBRs’ primary droop constants, respectively. Note that in this setup,
the IBRs dynamics are ignored. In (4.1), all power injections are represented at a single
electrical point. This simple model leads to the following state-space representation

ẋt = Ãtxt + B̃1∆Pibr,tot + B̃t∆Pu, (4.2)

where Ãt is a Hurwitz stable matrix, xt = col(∆ω,∆Pm), ∆Pibr,tot is the sum of all IBRs
contributions (changes in their output powers) and ∆Pu is the net unmeasured active
power imbalance in the LCA. The continuous model is discretized using the zero-order-hold
method with a chosen sampling period Ts, resulting in

x+
t = Atxt +B1∆Pibr,tot +Bt∆Pu, (4.3)

where At is Schur stable. The unknown net active power imbalance is modeled via a
difference equation with an unknown initial condition (constant disturbance model)

∆P+
u = ∆Pu. (4.4)

We then combine the unmeasured disturbance into the model with the frequency devi-
ation being measured as y = ∆ω = Ctxt to get the augmented system

ξ+t = Atξt +Bt∆Pibr,tot,

yt = Ctξt,

(4.5)
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where ξt = col(xt,∆Pu) and

At =

[
At Bt

0⊤ 1

]
, Bt =

[
B1

0

]
, Ct =

[
Ct 0

]
.

In (4.5), measurement and communication delays can be incorporated by appending
extra states to account for the delays within the system model. Proposition 3.2.1 in [32]
proves that the system in (4.5) is detectable, as long as the frequency deviation is one
of the measurements. The proposition states that if matrix At is Schur stable and the
augmented matrix

[
At−I Bt
Ct 0

]
has full column rank, then (Ct, At) is detectable. The rank

condition ensures that the transfer matrix from ∆Pu to y has no transmission zeros at
z = 1. Then, one can design a dynamic state estimator for the system [32,104]

ξ̂+t = Atξ̂t +Bt∆Pibr,tot + L(Ctξ̂t − yt),

∆P̂u =
[
0⊤ 1

]
ξ̂t,

(4.6)

where L is the estimator gain matrix, which can be designed using, for example, linear-
quadratic optimal methods. The estimator provides the required ongoing estimate ∆P̂u of
the unmeasured disturbance that the allocator then assign to the IBRs, which we describe
next.

Power Allocator

The power allocation mechanism for the IBRs uses the net power imbalance estimate ∆P̂u
from the disturbance estimator to compute the active power reference for the IBRs. This
re-dispatch is formulated as a simple optimization problem that is solved locally at each
time step by the TN controller. Here, we describe the power allocator using DN notation as
our proposed control structure integrates Distribution Network (DN) in-place of TN-IBRs.
Let NDN = {1, . . . , NDN} index the distribution networks that are integrated with the TN

controller. Let Pi = [∆P set
d,i ,∆P

set

d,i ] denote the power set-point limits for the ith DN. Then
the optimal power set-points {∆P set

d,i
∗}i∈NDN

for the DNs are computed by minimizing the
following cost function:

argmin
∆P set

d,i ∈Pi

f(∆P set
d,1 , . . . ,∆P

set
d,NDN

) =

NDN∑
i=1

1

2

(
∆P set

d,i

∆P
set

d,i

)2

(4.7a)
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subject to

NDN∑
i=1

∆P set
d,i = ∆P̂u, (4.7b)

where the reference (initial) set-points are assumed to be zero for simplicity1. The considered
objective function reflects the available headroom for each DN, and determines the optimum
allocation that results in balanced loading. Different objective functions can be considered
to reflect operational convenience or to minimize the economic costs associated with the
power allocation.

4.2.2 Evaluation of TN-Controller Design for TN-DN Integration

The TN controller design in [32] coordinates TN-IBRs to provide fast frequency support,
successfully estimating the disturbance and regulating the frequency. This design approach
aligns with the Internal Model Control (IMC) paradigm for internally stable systems, which
enhances control performance by incorporating a model of the process within the controller.
The use of feedback offers several advantages where it enhances robustness against model
uncertainties.

For the goal of integrating DN-DERs within TN network for fast frequency support, and
based on the performance analysis in Chapter 3 of DN controllers, we note the following:

(i) Transient Response: The assumption of fast IBRs with instant droop response
within the estimator in [32] ignores the transient response of the DN. Ignoring the
transient response can lead to inaccuracies in disturbance estimation, potentially
causing slower and more oscillatory system response, as demonstrated in simulations.

(ii) Stability: In scenarios where DN control structures exhibit slow response, either
due to less aggressive tuning of DN controllers or inherently slow dynamics of DERs,
stability could be compromised.

While detuning the TN controller, by integrating a low-pass filter with the controller, can
help mitigate the challenges described above, it results in slowed-down control actions. To

1If the reference points are not at zero, then one can shift the limits of the DN and set the reference to
zero accordingly.
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address these challenges, we propose extending the TN controller design to include DN-
DERs dynamics. The observer design in Section 4.2.1 [32] is based on a linear system model.
However, the closed-loop DN system developed in Chapter 3 is inherently nonlinear.

To integrate DN-DER dynamics into the framework of [32], we require a linear model
of the closed-loop DN system. Given the nonlinear nature of the DN hierarchical structure,
we develop a linear model by simplifying the DN controller optimization problem. This
linear model can then be integrated within (4.5), aiding in better disturbance estimation
and achieving a faster, less oscillatory response.

The following section develops the linear model of the DN structure. We then extend
the TN controller to incorporate these dynamics.

4.3 Simplified Distribution Network Model

In this section, we develop a linear model of the hierarchical control structure of the DN
that is developed in Chapter 3. We modify the LC optimization problem to obtain a linear
model of the system. As observed in the simulations (Section 3.6), the p and q tracking
are minimally affected when circuit constraints (current and voltage) are active. Therefore,
we consider a DN consisting of a single feeder structure as described in Section 3.2.1 and
consider the following modifications:

• DER limits: We assume that all DERs have enough capacity to respond to TSO
commands and therefore DER limits are ignored (i.e., in (3.9), X = R2|D|).

• Perfect tracking: We consider perfect tracking of pset
i,0 and qseti,0 , leading to equality

constraints in (3.9b)-(3.9c) with Ep = Eq = 0. Consequently, the projection on the
corresponding dual variables is removed, resulting in linear update laws of the dual
variables.

• Inactive circuit constraints: We assume that current and voltage constraints
remain inactive when DERs are responding and therefore constraints (3.9d)-(3.9f)
are ignored.

• Single Control Area: For simplicity, we consider a single controller (single control
area) acting on the whole distribution network.

• DERs Dynamics: We consider a 1st order DER model to model their dynamics.
More complex models can be considered should they be available. The DERs’ model
will be integrated into the dual update laws.
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These modifications addresses the sources of non-linearity in the DN closed-loop model.
Ignoring DER limits is justified by assuming adequate capacity for ancillary services and
operating within limits. Perfect tracking is ensured by small error tolerances in p and q
set-points. Ignoring circuit constraints is valid due to the dominance of p and q track-
ing constraints (controlled by step-size α). Following these changes, the corresponding
optimization problem of the DN becomes

minimize f(x) ≜
∑
j∈D

fj(xj) (4.8a)

subject to

1Tpd(x) = pset
d , (4.8b)

1Tqd(x) = qsetd , (4.8c)

where x = col(x1, x2, . . . ) and the set-points given to the controller at the interface bus
are provided by the TSO. We drop the indexing of DN within TN layer for clarity. The
problem in (4.8) is the simplified optimization of the centralized DN controller. Following
the methodology from Section 3.3.3, we derive the regularized Lagrangian function L̂r for
the problem (4.8) and define Xset

d = col(pset
d , pset

d )

L̂r(x, d̂;Xset
d ) := f(x)

+ λ̂
(
1Tp0(x)− pset

d

)
+ η̂

(
1Tq0(x)− qsetd

)
+ Rp

2
∥x∥22 − 1

2
d̂TR̂dd̂

. (4.9)

Considering the same sampling period in Algorithm 1, the regularized Lagrangian (4.9)
leads to Algorithm 2 for the centralized controller. The dual variables of the simplified
optimization problem are collected as d̂ = col(λ̂, η̂), and the regularization of the dual
variables as R̂d = diag(rλ̂, rη̂) ⪰ 0.

Remark 4.3.1 (Convergence of Algorithm 2) Algorithm 2 introduces a simplified ver-
sion of the dynamics of the dual variables (states) compared to the centralized algorithm
(Algorithm in [37]). Given that the original algorithm (or the multi-area architecture Al-
gorithm 1) has been proven to converge, the simplifications in Algorithm 2 should lead to
even more straightforward dynamics, enhancing convergence properties.
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Algorithm 2: Simplified Algorithm for the Centralized Controller of the ith DN
At each sampling time
[Step 1]: Receive set-points from the TN controller Xset

d = (psetd , qsetd )
[Step 2]: Collect local measurements pd,qd
[Step 3]: Centralized controller performs the updates

λ̂+ = λ̂+ αλ

(
1Tpd − psetd − rλλ̂

)
η̂+ = η̂ + αη

(
1Tqd − qsetd − rλλ̂

)
[Step 4]: Centralized controller updates DER set-points

x+ = argmin
x∈X

L̂r(x, d̂+;Xset
d )

Consider the DER cost functions of the form

fj(xj) = x⊤j C
′′
j xj, (4.12)

where C ′
j is set to 0. Then, the objective function in (4.8) can be expressed as

f(x) =
∑
j∈D

fj(xj)

= 1
2
x⊤Qx,

(4.13)

where D is the set of all DERs within the DN and

Q =

2C1 0 0

0
. . . 0

0 0 2C|D|

 . (4.14)

The corresponding regularized cost function for the DN is

F(x) = f(x) + rp

2
∥x∥22. (4.15)

Let Rp = rpI. Substituting (4.13) into (4.15), we obtain the cost function

F(x) = 1
2
x⊤Qx+ 1

2
x⊤Rpx. (4.16)
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Let xDER represent the vector of DERs output powers throughout the DN and consider
the first order DER response as

x+
DER = ADERxDER +BDERx, (4.17)

where

ADER = diag(e
−Ts
τ1 , e

−Ts
τ2 , . . . ),

BDER = I − ADER,

τj is the time constant of the jth DER and Ts is the sampling time. As in Section 3.4, the
dual updates can be combined as

G(d̂) ≜ R̂dd̂− (ĈK̂)∇F∗(−K̂⊤Ĉ⊤d̂), (4.18)

where α̂ = diag(αλ, αη), K̂ captures the sensitivities of all DER set-points to the active

and reactive powers at the interface bus (i.e., K̂ ≡ col(M,H)) and Ĉ = blkdiag(1⊤
3 , 1

⊤
3 ) for

three phase interface bus. We drop Ĉk̂ and consider the input set-point request relative to
the operating point (i.e., change in power request ∆Xset

d ), as Ĉk̂ represents the non-DER
contribution at the operating point. Note that DERs set-points x can be evaluated as

x = ∇F∗(−K̂⊤Ĉ⊤d̂)

= −(Q+Rp)−1K̂⊤Ĉ⊤d̂.
(4.19)

In the frequency control framework, the DSO receives active power set-points (i.e.,
∆Xset

d = col(∆P set
d , 0)). Considering only active power tracking in the model (4.16)-(4.19)

and defining the states xd = col(d̂,x−
DER) yield the following linear DN model

x+
d = Ad xd +Bd∆P

set
d (4.20a)

∆Pd = Cdxd (4.20b)

where

Ad =

[
I − α̂(R̂d + ĈK̂BDER(Q+Rp)−1K̂⊤Ĉ⊤) α̂ĈK̂ADER

−BDER(Q+Rp)−1K⊤
d,iC

⊤
i ADER

]
Bd =

[
α̂
0

]
Cd =

[
−ĈK̂BDER(Q+Rp)−1K̂⊤Ĉ⊤ ĈK̂ADER

]
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Remarks on the DN Model

Following Theorem 3.4.2, we assume that α̂ is chosen such that the feedback closed loop
DN system is stable. The model (4.20) describes the tracking of the distribution network
to set-points in a closed loop. In the integration framework, we are only interested in the
input-output behavior and, therefore, consider a minimal realization of the model (4.20)
going forward. For brevity, we reuse the matrices Ad, Bd, and Cd with the understanding
that they represent the minimal realization of the model in (4.20).

4.4 Extended TN Controller Design

In this section, we extend the TN controller design described in Section 4.2.1 by incorpo-
rating the minimal realization of the DN dynamic model (4.20) for the NDN distribution
networks. First, we define ∆Pd,tot as the total power injection from the DNs into the TN
system

∆Pd,tot = 1⊤∆Pd

=

NDN∑
i=1

∆Pd,i,

(4.21)

where ∆Pd = col(∆Pd,1, . . . ,∆Pd,NDN
). Define Ad = blkdiag(Ad,1, . . . , Ad,NDN

) and similarly
for block diagonal Bd, Cd, and let xd = col(xd,1, . . . ,xd,NDN

). The combined DNs model can
be written as

x+
d = Ad xd +Bd∆P

set
d ,

∆Pd = Cdxd,

(4.22)

where ∆P set
d = col(∆P set

d,1 , . . . ,∆P
set
d,NDN

).

We consider the case where the DN-DERs provide primary droop response with a droop
constant Rd. Therefore, we drop the droop constant RIBR from 4.1. Let ξ = col(xt,∆Pu,xd)
denote the combined state vector for both (TN and DN), then the augmented system model
can be described as

ξ+ = Aξ +B∆P set
d ,

y = col(yt,∆Pd) = Cξ,

(4.23)
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where At, Bt, Ct, B1 are as defined in Section 4.2.1, C =
[
Ct 0⊤] for frequency measure-

ments and

A =


At Bt B1Cd

0⊤ 1 0⊤

BdR
−1
d Ct 0 Ad

 , B =


0

0

Bd

 .
The following result establishes that this extended model is detectable.

Lemma 4.4.1 (Detectability of augmented system (4.23)) Consider the augmented
system (4.23), where At, Ad are Schur stable and assume

[
At−I Bt
Ct 0

]
is full rank. Then for

sufficiently large Rd, (C,A) is detectable.

Proof of Lemma 4.4.1: Consider the PBH test [105], detectability of (C,A) is equivalent
to col(A− λI, C) having full column rank for all λ ∈ C with |λ| ≥ 1. Then, A should not
have unstable eigenvector in null(C).

Rewrite the augmented system by reordering the state vector as

 x+
t

x+
d

∆P+
u

 =


At B1Cd Bt

BdR
−1
d Ct Ad 0

0⊤ 0⊤ 1


 xt

xd
∆Pu

+

 0
Bd

0

∆P set
d ,

∆ω =
[
Ct 0⊤ 0

]  xt
xd
∆Pu

 .

(4.24)

Let A′ denote the reordered A matrix, and accordingly define reordered B′ and C ′. The
matrix A′ is block upper triangular matrix with eigenvalues

eig(A) = eig(
[

At B1Cd

BdR
−1
d Ct Ad

]
) ∪ {1}.

For the sufficiently large Rd, |eig(
[

At B1Cd

BdR
−1
d Ct Ad

]
)| < 1. Then, for the unstable eigenvalue

of 1, we examine (A′ − I)w = 0 At − I B1Cd Bt

BdR
−1
d Ct Ad − I 0

0⊤ 0 0

w1

w2

w3

 .
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The third row implies w3 = ν is a free variable. From the first row

w1 = (At − I)−1B1Cdw2 + (At − I)−1Btν . (4.25)

Using the second row and substituting (4.25) for w1 yield

BdR
−1
d Ct

(
(At − I)−1B1Cdw2 + (At − I)−1Btν

)
+ (Ad − I)w2 = 0 . (4.26)

We rewrite (4.26) as

w2 = W−1BdR
−1
d Gt(1)ν,

W ≜ BdR
−1
d Ct(At − I)−1B1Cd + (Ad − I),

Gt(1) ≜ Ct(At − I)−1Bt .

(4.27)

Substituting (4.27) in (4.25)

w1 = (At − I)−1B1CdW−1BdR
−1
d Gt(1)ν + (At − I)−1Btν . (4.28)

Given w = col(w1, w2, w3), C
′ =
[
Ct 0 0

]
, and ν = 1, we examine C ′w

C ′w = Ctw1

= (1 + Ct(At − I)−1B1CdW−1BdR
−1
d )Gt(1)

(4.29)

which for sufficiently large Rd, C
′w ≈ Gt(1). But Gt(1) ̸= 0 since

[
At−I Bt
Ct 0

]
is full rank by

assumption. Hence, (C,A) is detectable. □

The rank assumption of
[
At−I Bt
Ct 0

]
impose that the transfer function from ∆Pu to ∆ω

has no transmission zeros at z = 1. Then, following the TN controller design in Section
4.2.1, one can design an observer for the extended TN model as

ξ̂ = Aξ̂ +B∆P set
d + L(Cξ̂ − y),

∆P̂u =
[
0 0 1 0⊤] ξ̂, (4.30)

where L is the estimator gain matrix and A,B,C are defined in (4.23).

Remarks on the augmented model and the disturbance estimator

The framework presented here establishes a promising foundation for achieving perfect
disturbance rejection in the augmented system with the observer (4.30). Leveraging the
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established results of the TN controller in [32], this study suggests that the proposed
approach holds potential for comparable performance.

By driving the total power contribution of the distribution networks, ∆Pd,tot, towards

the estimated disturbance ∆P̂u generated by the observer (4.30) using the power allocator
described in Section 4.2.1, the DERs within the distribution networks effectively mitigate
the disturbance. Future research will focus on formalizing these observations to establish a
rigorous framework for achieving perfect disturbance rejection, and conducting closed-loop
stability analysis.

In the following section, we evaluate the integration scheme developed against the
requirements outlined in Section 2.3.1.

4.4.1 Evaluation of Proposed integration scheme Against Trans-
mission & Distribution Coordination Requirements

In this section, we summarize the key aspects of the proposed integration scheme and
evaluate it against the Transmission & Distribution Coordination Requirements (T.R1)-
(T.R3) identified earlier.

Key Features and Benefits of the Integration Scheme

The proposed integration scheme embodies several critical features designed to enhance the
coordination between TN and DN networks:

(i) Separable Control: The integration scheme results in a separable controller design
for each layer (TN and DN). The DN controller is tuned independently, without
interfering with the TN design process. The only information communicated to the
TN layer for better estimating the disturbance is the linear DN model. This leads
to faster response and settling times, enhancing grid stability and swiftly regulating
frequency, as demonstrated in the simulations (Section 4.5).

(ii) Real time operation: The framework optimizes real-time control by focusing on
timely coordination between the TN and DN controllers. It removes the burden of
direct communication with DERs from the TN layer, to maintain fast communication
channels, minimizing potential communication delays. The DN control structure,
which has demonstrated fast response times to set-point adjustments provided by the
TSO, ensures that the system can react swiftly to changes.
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Evaluation Against Requirements

Now, we evaluate the proposed integration scheme against the Transmission & Distribution
Coordination Requirements described in Section 2.3.1:

• Minimize data sharing (T.R1): The integration scheme minimizes data exchange
among different stakeholders, controllers, and control layers to protect privacy and
streamline communication. Proprietary information, detailed models, measurements,
and the structure behind the meter remain confidential, safeguarding the privacy of
DN controllers and DERs.

• DN-DER Coordination Managed Separately from TN Controller (T.R2):
The scheme ensures the separation of control design, preventing TN actions from
disrupting DN networks and vice versa. It allows for local optimization within each
DN, ensuring that actions taken at the transmission level do not negatively impact
the distribution level. This prevents local imbalances and inefficiencies that could
destabilize the network.

• Operate in Real-time and Coordinate within Seconds (T.R3): The TN coor-
dination framework with DN control structure operates in real time and successfully
utilize the available DN-flexibility within seconds, as demonstrated in the simulations
(Section 4.5). The ability to coordinate quickly ensures that the system can adapt to
dynamic conditions and continue to operate in real-time.

The proposed controller architecture successfully meets the requirements set for Trans-
mission & Distribution Coordination (T.R1)-(T.R3), offering an enhanced integration of
DN-DERs into transmission network fast frequency control scheme. This evaluation un-
derscores its effectiveness in optimizing grid performance while maintaining operational
integrity and safeguarding privacy.

4.5 Case Studies

We validate the design illustrated above by applying it to IEEE 9-bus system [106], incor-
porating two IEEE-123 distribution feeders into the TN to demonstrate the coordination
between transmission and distribution levels, see Figure 4.1. The distribution feeders utilize
the hierarchical control structure discussed in Section 3.6.2, featuring 6 Control Areas (CAs)
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Figure 4.2: DN normalized response to 200kW step-change set-point at the interface bus for
different configurations of the DN hierarchical control structure.

and 24 DERs (4 per CA), as depicted in Figure 3.14. We consider multiple tuning con-
figurations of the DN controllers with different response speeds to represent diverse DN
configurations.

When multiple stakeholders or operators manage the DN control areas, fine-tuning the
controllers for fast response with minimal oscillations can be challenging. Therefore, we
consider a variety of configurations, including those exhibiting slow and oscillatory behavior,
reflecting situations where fine-tuning is not feasible due to lack of cooperation between
involved parties, or technical limitations. The baseline for comparison is the TD coordination
scenario without integrating DN dynamics into the TN disturbance estimator.

In our simulations, “Config. 1” represents an ideal scenario with well-tuned controllers
optimized for fast response, akin to the performance demonstrated in Chapter 3, referred
to as the best-case scenario. “Config. 2” introduces a cautious tuning approach with slower
response characteristics, suitable when comprehensive controller tuning is challenging. We
further explore “Config. 3”, which exhibits a more aggressive response compared to Config.
2. Lastly, “Config. 4” represents a scenario where DN controllers are deliberately detuned.

Figure 4.2 illustrates the normalized response of the DN to a step-change set-point
request at the interface bus for the different configurations described above. As expected,
Config. 1, characterized by fast and well-tuned controllers, demonstrates the best perfor-
mance with a settling time of only 1.39s, emphasizing the impact of controller tuning.
Moving to Config. 2 and Config. 3, settling times degrade to 5.7s and 4.7s, respectively, due
to slower and oscillatory responses. Config. 4, featuring a slow-responding DN controllers,
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exhibits the longest settling time at 39.6s.

The TD-integration tests were conducted using MATLAB®/Simulink, OpenDSS©

V9.6.1.3, and MATDSS V0.94, which includes additional functions for the integration with
Simulink. The IEEE 9-bus system was modeled in Simulink, incorporating a sixth-order
synchronous generator with detailed turbine-governor, excitation, and power system stabi-
lizer (PSS) models. The IEEE-123 feeders are simulated in OpenDSS©using the provided
script and configured through MATDSS Application. Detailed configurations of all the com-
ponents are summarized in Appendix C. The integration of the two systems was achieved
using a Level-2 MATLAB S-function, where the feeders’ contribution at the transmission
network level were modeled using Simscape Electrical components in Simulink. The DERs
within the feeders were configured as shown in Table 3.3.

In the system depicted in Figure 4.1, generators and DN-DERs are configured with 5%
droop control and the pre-disturbance generation/demand in the system is approximately
339MW. All loads within the TN are set as constant-PQ loads, while the loads within
the feeders are kept at their original configurations within OpenDSS©’s original script. A
disturbance of 50MW at bus 9 is triggered at t = 2s, with the DN-DERs within the feeders
being utilized to regulate the frequency.

The implemented disturbance estimator is based on the augmented system model (4.23).

The DERs are modeled as described in (4.17) with τ = 0.2s for all. The internal DN
measurements are not shared with the TN controller, except for total power draw (at the
interface bus). The estimator gain L was tuned using standard linear-quadratic methods.
Simulation tests were conducted with a controller sampling time of Ts = 100ms. When
the disturbance at bus 9 is triggered, TN controller updates the estimated disturbance and
DNs set-points.

In the following plots, we denote the setup with disturbance estimator not including DN
dynamic model as “T-Observer”, while “TD-Observer” indicates that DN dynamics are
incorporated within the disturbance estimator design. The response of the four configura-
tions described above is depicted in Figure 4.3. The TD-Observer setup demonstrated faster
settling time for all the configurations. In Config. 1, the settling time for the TD-Observer
was ∼ 6.3s to be within ±0.001Hz, while T-Observer settling time was ∼ 15.2s. In Config.
2 and Config. 3, the TD-Observer based TN controller ramps up the DN-DERs faster to
regulate the frequency. In Config. 2, the TD-Observer based controller resulted in minimal
oscillations. In both cases, the TD-Observer settling time was faster than T-Observer by
∼ 20s and ∼ 5s, respectively. In the last configuration, both controllers resulted in oscil-
latory response, indicating that TN controller needs to be tuned to slow it down for slow
dynamic DN response.
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When looking at the performance within the feeders, Figure 4.4a shows the response
of DN-1 CAs to their set-points for Config. 1. The TD-observer coordination was able to
promptly drive the controllers within the DN to provide the requested power as it estimated
the disturbance faster than the T-Observer. Figure 4.4b shows the CAs performance for
Config. 2. The oscillations observed in Config. 2 response resulted in oscillations within the
feeder structure. Such cases could lead to instability within the feeders. Due to the presence
of the low-pass filters within the feeder structure, these oscillations decreased within child
areas.

4.6 Summary

We have proposed an integration scheme for Distribution Networks (DNs) and Transmis-
sion Networks (TNs) designed to meet operational requirements: minimizing data sharing,
managing DN-DER coordination independently from TN controllers, and ensuring real-

Config. 1 Config. 2

Config. 3 Config. 4

Figure 4.3: Frequency response to 50MW disturbance at bus 9 using the four DN configurations.
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time responsiveness with coordination within seconds. Building upon the TN controller
framework from [32], which includes a disturbance estimator and a power allocator, our
approach enhances system performance by incorporating DN dynamics into the disturbance
estimator. This integration improves disturbance estimation accuracy and enables faster,
more stable and robust response to disturbances and frequency deviations.

Our methodology involves deriving a linear model of the centralized DN control structure
using a simplified optimization problem of the DN controller. The DN dynamic model
is then integrated into the disturbance estimator, extending the TN controller design,
thereby enhancing its capability to accurately estimate disturbances. We validate the
proposed integration scheme through simulations, where two DNs within IEEE 9 Bus TN
were integrated. The simulations demonstrated that the proposed DN dynamics-aware TN
controller design enhances system responsiveness and frequency regulation compared to the
baseline, where DN dynamics are not considered.

(a) Config. 1 (b) Config. 2

Figure 4.4: Comparison of CAs response in DN 1 for Config. 1 and Config. 2.
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Chapter 5

Conclusions and Future Work

5.1 Summary

In this work, the main objective is to leverage controllable DERs within the distribution
network to tack power set-points provided by the TSO at the Transmission Network (TN)-
Distribution Network (DN) interface bus, while operational constraints are maintained
throughout the DN and the DERs are used optimally. The key feature of the proposed work
is that the design is subject to the constraint that information and management boundaries
between different control areas must be respected. To achieve this objective, the work was
divided to two main stages described below:

• Distribution network control architecture;

• Transmission-Distribution network integration framework

The first stage tackle the challenge in transmission-distribution coordination focusing
on how to quickly and reliably coordinate DN-DERs to support the TN while ensuring
operational constraints continue to be met within the DN. We develop a hierarchical
feedback-based multi-area control architecture for coordination of DN-DERs, enabling the
DN to quickly respond to power set-point requests from the TSO while maintaining local DN
constraints. Our scheme allows for multiple independently-managed areas within the DN to
optimize their local resources while coordinating to support the TN, and while maintaining
data privacy. The proposed architecture minimizes communication requirements as it only
requires inter-area communication between physically adjacent areas within the DN control
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hierarchy. Analyzing the stability of the highly scalable control architecture yielded intuitive
conditions for closed-loop stability, and we provide detailed tuning recommendations. The
proposal is validated via case studies on multiple feeders, including IEEE-123 and IEEE-
8500, using a custom MATLAB®-based application which integrates with OpenDSS©.

The second stage tackle the challenge of integrating the developed framework within the
transmission network control scheme. This work focuses on incorporating the proposed DN
hierarchical control within the broader TN control strategy. We considered a recently devel-
oped TN fast frequency controller design, where we consider integrating the DN hierarchical
control structures developed in first stage within the TN framework. The novel contribution
is the development of a linear model of DN dynamics that is integrated into the TN control
design. The TN control design problem relies on a simplified model of the anticipated
response of the DN-DERs based on the developed control structure in the first stage. This
integrated design approach is validated through case studies on the IEEE 9-bus system.
Each DN feeder is modeled using IEEE-123 distribution feeders with a hierarchical control
structure consisting of multi-control areas. Various configurations and tuning of DN feeders
are considered to assess the impact of different dynamics on the performance and stability
of the integration process. The ground-up design approach enhances the responsiveness
and stability of the system.

Combining the benefits of both stages —developing a scalable distribution network con-
trol architecture and integrating distribution network dynamics into transmission network
control schemes—results in a comprehensive solution that enhances overall system stability
and performance. The proposed architecture not only improves the system’s response to
dynamic disturbances but also ensures efficient coordination between control layers. By
incorporating sensitivity matrices and simplified models, the transmission network control
design can effectively manage DN-DERs’ anticipated responses, leading to faster settling
times, reduced oscillations, and better handling of varying DER dynamics and network con-
ditions. This combined approach represents a valuable contribution to power system control
and management, promoting the efficient and reliable operation of future grid systems in
the face of increasing renewable integration and evolving energy demands.

The practical application of our framework is demonstrated through the MATDSS Ap-
plication. MATDSS is a MATLAB®-based tool seamlessly integrated with OpenDSS©, a
specialized application for simulating distribution networks. Utilizing a COM interface, it
effectively communicates with OpenDSS©to model distribution network feeders using its
solver engine. The software features a user-friendly GUI, allowing users to import existing
feeders or create new ones via OpenDSS©scripts. Key features include modular functions for
customizable DER and local controller behavior, partitioning feeders into control areas, and
comprehensive simulation setup management. It provides real-time monitoring, customiz-
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able plotting, and data export functionalities for simulation analysis. MATDSS enhances
workflow efficiency and facilitates quick simulation initialization, making it highly usable
for researchers and engineers working on complex distribution network control architectures
and simulations.

5.2 future work

5.2.1 Distribution Network Control Architecture

Moving forward, there are several avenues to enhance the robustness and efficiency of
the developed distribution network control architecture. Firstly, automating the tuning
process for controller parameters and DERs’ cost functions represents a critical step. This
automation aims to streamline the optimization of controller settings to achieve desired
time-domain responses effectively [107–109]. Additionally, integrating more realistic DER
models into the architecture will improve the accuracy of simulations and enhance the
predictive capabilities of the control system.

Explicitly accounting for the diverse dynamics of DERs is another pivotal area for
future research. This includes developing strategies to coordinate both fast-responding and
slow-responding DERs within the hierarchical control framework. Such coordination will
optimize resource allocation and improve overall system stability under varying operating
conditions.

To address practical challenges, the design should be made robust against communi-
cation delays and measurement errors. Implementing robust control mechanisms that can
accommodate these uncertainties will ensure reliable operation in real-world scenarios. Fur-
thermore, incorporating actual DERs data (e.g. power profiles for renewable sources) from
field installations will provide valuable insights into system behavior and validate the effec-
tiveness of the control strategies in diverse operational environments. As the scheme requires
partitioning of the system into areas, investigating the impact of different partitioning on
controller performance is also an important direction, as is exploring the extension of our
approach to non-radial distribution topologies.

A related advance would be a formal stability analysis of the PID implementation from
Section 3.6.1, and an extension of the stability analysis to include nonlinear feeder models
and nonlinear loads. Further development is also required in addressing voltage regulation
challenges, especially in scenarios where lower-level areas might become burdened in heavily
loaded feeders; this will likely require improved coordination across areas, to ensure more
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effective and fair voltage and current management. A promising direction involves leveraging
data-driven approaches for sensitivity analysis. By utilizing real-time network measurements
to estimate DERs’ sensitivities, as discussed in [50,110], the architecture can evolve towards
a more adaptive and responsive control framework.

5.2.2 Transmission-Distribution Coordination Framework

Our near-term future work will focus on formally demonstrating perfect disturbance re-
jection for the integrated system. By analyzing closed-loop system dynamics with the
observer-based control strategy, we aim to build a formal proof that will solidify the theo-
retical foundation for this approach.

Furthermore, we aim to extend the linear model of the DN to a hierarchical structure,
making it more capable of relying on local model information within each CA. This includes
exploring the possibility of CAs sharing models as transfer functions based on their internal
sensitivities and DER capabilities to protect their privacy. In addition, examining the impact
of communication delays and ensuring robustness against measurement errors are critical
when integrating DN dynamics into the TN control scheme. We plan to investigate and
develop methodologies to mitigate the impact of these factors to enhance system reliability
and responsiveness.

Additionally, we plan to integrate the DN control structure into more complex TN
control frameworks. This integration will allow DN resources to participate in providing
ancillary services in addition to frequency support such as voltage support and black start.
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Appendix A

Distribution Network Model and
DERs’ sensitivity matrices (A, B, M ,
H)

In this appendix, we develop the modified sensitivity matrices discussed in Section 3.2.2.
We rely on the same DN circuit model and introduce some parameters that are necessary
for the development of these matrices.

A.1 Distribution Network Model

We adopt the multi-phase distribution model presented in [79,80]. Within each control area,
we consider the same model. For the ith CA, we let N i = {0}∪Ni with Ni := {1, 2, . . . , Ni}
denote the set of buses, where the interface bus of the CA is given the node “0”. We consider
a general setup where each bus is potentially multi-phase, with up to three phases. In the
annotations below, we show the derivations and relationships for three phases, where for
any configurations with less than three phases, the corresponding components can be set to
zero. Also, we drop the control area indexing ‘i’ with the understanding that all parameters
and variables belong to the ith CA.

In addition, we recall that Mv denotes the set of monitored and controlled bus voltages
and Mi denotes the set of monitored and controlled branch currents. For more details
about those sets and structure details, refer to Section 3.2.2.
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We define Y as the three-phase admittance matrix for the distribution network as

Y :=

[
Y00 Y0L

YL0 YLL

]
∈ C3(N+1)×3(N+1) (A.1)

where Y00 ∈ C3×3, YL0 ∈ C3N×3, Y0L ∈ C3×3N and YLL ∈ C3N×3N when considering
an all 3-phase buses. In addition, we define G as 3N × 3N block diagonal matrix that is
considered as phase-to-ground to phase-to-phase (3-phase) voltage conversion matrix.

G :=

Γ . . .

Γ

 , Γ :=

 1 −1 0
0 1 −1
−1 0 1

 (A.2)

In [79,80], the linear models for voltages, currents and interface bus powers that capture
active sources or DERs sensitivities are developed for wye and delta connected devices
separately. We show next the main results from [79, 80], where Table A.1 lists the main
parameters used in their linear model.

Table A.1: Distribution network model parameters

Parameter Description Parameter Description

xY
Active and reactive powers for

wye-connected sources and devices
v̂

Voltage profile of the
network (for linearization purposes)

x∆ Active and reactive powers for
delta-connected sources and devices

w Zero-load voltage profile

c denotes conjugate of c

A.1.1 Linear models for v, i and s0

Voltage Phasor : The voltage profile phasor is linearly modeled as a function of wye
and delta powers of devices as

ṽ = MY xY +M∆x∆ + a (A.3a)

where

MY =
[
Y−1
LLdiag(v̂)

−1,−ȷY−1
LLdiag(v̂)

−1
]
, (A.3b)

M∆ =

[
Y−1
LLG

⊤diag
(
Gv̂
)−1

,−ȷY−1
LLG

⊤diag
(
Gv̂
)−1
]
, (A.3c)

a = w. (A.3d)
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Voltage magnitude : The voltage profile magnitude is obtained from the phasor profile
described in (A.3) as

|ṽ| = KY xY +K∆x∆ + b (A.4a)

where

W = diag(w), (A.4b)

KY = |W| Re{W−1MY }, (A.4c)

K∆ = |W| Re{W−1M∆}, (A.4d)

b = |w|. (A.4e)

Power flow at the interface bus : The complex power flow model at the interface bus
is given by

s̃0 = GY xY +G∆x∆ + c (A.5a)

where

GY = diag(v0)Y0LM
Y
, (A.5b)

G∆ = diag(v0)Y0LM
∆
, (A.5c)

c = diag(v0)
(
Y00v0 +Y0La

)
. (A.5d)

Branch currents : The current flowing in the line connecting buses i & j is given by

ĩij = JYijx
Y + J∆

ijx
∆ + cij (A.6a)

where

Zij ∈ C3×3 phase impedance matrix of line (i, j), (A.6b)

Y
(s)
ij ∈ C3×3 shunt admittance matrix of line (i, j), (A.6c)

Ei =
[
03×3(i−1), I3,03×3(N−i)

]
, (A.6d)

JYij =
[(

Y
(s)
ij + Z−1

ij

)
Ei − Z−1

ij Ej

]
MY , (A.6e)

J∆
ij =

[(
Y

(s)
ij + Z−1

ij

)
Ei − Z−1

ij Ej

]
M∆, (A.6f)

cij =
[(

Y
(s)
ij + Z−1

ij

)
Ei − Z−1

ij Ej

]
w. (A.6g)

Following the main results, we note the following:
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• The linear models shown above considers the wye and delta devices separately. How-
ever, in our control architecture, we aim to control all DERs according to their cost
functions and utilize them to track power requests and maintain circuit constraints
without explicitly separating them to: wye/delta or 1-/2-/3- phases connected devices.

• Therefore, we aim to capture their connection type and number of phases effects
within a unified sensitivity matrices that implicitly capture these information.

• In the following section, we regroup the DERs and develop a unified sensitivity
matrices that map the DERs accordingly.

A.2 Modified Equations of distribution network model

Following the main results of [79,80], we now derive a linearized model for the distribution
network that groups wye and delta DERs to obtain a linear model of the form

(voltage magnitude) ṽMv(xi) =
∑
j∈Di

Ajxj + aj = Aixi + ai (A.7a)

(current magnitude) ĩL,Mi
(xi) =

∑
j∈Di

Bjxj + bj = Bixi + bi (A.7b)

p̃0(xi) =
∑
j∈Di

Mjxj +mj = Mixi +mi (A.7c)

q̃0(xi) =
∑
j∈Di

Hjxj + hj = Hixi + hi (A.7d)

where xi = col(x1, . . . , xDi
) is the vector of all DER/DER-aggregator set-points where

Di = |Di| denotes the number of DERs within the control area and “∼” indicates that the
obtained variables are the linear modeled values. We recall that x1 = col(p1, q1).

Mapping A,B,M,H, a,b,m & h to multi-phase distribution network model ma-
trices (Eqs. A.4a, A.5a & A.6a)

In the work below, we drop the control area indexing “i” with the understanding that
these calculations are done per control area. To simplify the derivations, we consider that
all buses consists of three phases. However, the same logic applies for buses with 1 or 2
phases, where the missing phases are simply omitted from the vectors and matrices.
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A.2.1 A matrix

When building the matrix A, we construct it by considering one DER at a time. Then, we
combine all individual DERs A matrices together to obtain a unified sensitivity matrix for
all DERs that can address all DERs at once. To begin with, we have from Eq. A.4a that

|ṽ| = KY xY +K∆x∆ + b

=
[
KY K∆

] [xY
x∆

]
+ b

=
[
KY K∆

]︸ ︷︷ ︸
3N×12N


pY

qY

p∆

q∆


︸ ︷︷ ︸
12N×1

+b

(A.8)

To extract only the measured values |vMv | out of |ṽ|, and to express the right-hand side
as a function only of the DER point setpoints x, we do the following manipulations. First,
we split the powers p and q to DER and none-DER components, and then, we extract the
required components. To do this, let Qv

L ∈ R3rv×3N select the desired measured voltages
from the vector of all voltages, where the ij component is given by

(Qv
L)ij =

{
1 if the ith voltage measurement is from bus j

0 otherwise

and then set Qv
L = Qv

L ⊗ I3. With this notation, we have that

|ṽMv | = Qv
L|ṽ|.

Next, we wish to express |ṽ| in terms of x.We define a matrix QR such that
pY

qY

p∆

q∆

 = QRx+ c

Here, QR places DER powers at the correct phases and locations within the vector of wye
and delta powers, accounting for their method of interconnection:

For the jth DER connected at bus i (here ej ∈ R2D is a zero vector with 1 at the jth
component)
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⋄ Y-connected balanced DER (3-phases)[
QR,rows(i:i+2)

QR,rows(3N+i:3N+i+2)

]
=

[
1
3
13e2j−1

⊤

1
3
13e2j

⊤

]
(A.9a)

⋄ Single-phase connected DER

[
QR,rows(i:i+2)

QR,rows(3N+i:3N+i+2)

]
=



[
e2j−1 0 0 e2j 0 0

]⊤
, if connected at phase a[

0 e2j−1 0 0 e2j 0
]⊤

, if connected at phase b[
0 0 e2j−1 0 0 e2j

]⊤
, if connected at phase c

(A.9b)

⋄ ∆-connected balanced DER (3-phases)[
QR,rows(6N+i:6N+i+2)

QR,rows(9N+i:9N+i+2)

]
=

[
1
3
13e2j−1

⊤

1
3
13e2j

⊤

]
(A.9c)

⋄ phase-to-phase connected DER

[
QR,rows(6N+i:6N+i+2)

QR,rows(9N+i:9N+i+2)

]
=



[
e2j−1 0 0 e2j 0 0

]⊤
, if ab-phase connected[

0 e2j−1 0 0 e2j 0
]⊤

, if bc-phase connected[
0 0 e2j−1 0 0 e2j

]⊤
, if ca-phase connected

(A.9d)

⋄ Other connections - treat similarly to what presented here. One can have two phase-
to-phase, or phase-to-ground connected DERs (“ab” and “bc”, or “a” and “b” for
example). In both cases, we consider their corresponding ej vectors, and we scale
them by 1/2 (for balanced response).

With the defined QR rows above, we have
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|vMv |︸ ︷︷ ︸
3rv×1

=

A︷ ︸︸ ︷
Qv
L︸︷︷︸

3rv×3N

[
KY K∆

]︸ ︷︷ ︸
3N×12N

QR︸︷︷︸
12N×2D

x︷ ︸︸ ︷
p1
q1
...
pD
qD


︸ ︷︷ ︸
2D×1

+

a︷ ︸︸ ︷
Qv
L

[KY K∆
] 

pYnone−DER

qYnone−DER

p∆
none−DER

q∆
none−DER

+ b

 (A.10)

One can define the matrix A by defining the sensitivity matrices A1, A2,. . . , AD as
shown above then combine them to get

A =
[
A1 · · · AD

]
(A.11)

where Ai ∈ R3rv×2,∀i ∈ {1, . . . , D}. Note that both, Qv
L and QR are “unitless”. Therefore,

the unit of A is the same as KY and K∆ = V
W
.

A.2.2 B matrix

Following a similar approach, we start with Eq. A.6a.

ĩij = JYijx
Y + J∆

ijx
∆ + cij (A.12)

Let the line ij map to the branch k ∈ Mi. Then, we combine the J matrices, and collect
all constants in new b vector, to get the updated equation of ĩk

ĩk = ĩij =
[
JYij J∆

ij

] [xY
x∆

]
+ cij (A.13a)

ĩk =

Bk︷ ︸︸ ︷[
JYij J∆

ij

]
QR

x︷ ︸︸ ︷
p1
q1
...
pD
qD

+

bk︷ ︸︸ ︷
[
JYij J∆

ij

] 
pYnone−DER

qYnone−DER

p∆
none−DER

q∆
none−DER

+ cij (A.13b)
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where Bk ∈ R3×2D. To calculate the current in all branches (similar to how we calculate the

voltage), we can stack Bk matrices next to each other to form a new B =
[
B

⊤
1 · · · B

⊤
ri

]⊤
.

We then can re-partition B per DER device (rather than per branch) as follows: B =[
B1 · · · B|D|

]
, where Bi ∈ R3ri×2.

The unit of B is the same as JY and J∆ = A
W
.

A.2.3 M & H matrices

We start with Eq. A.5a.
s̃0 = GY xY +G∆x∆ + c (A.14)

We then combine G matrices and collect all constants in g as follows:

s̃0 =
[
GY G∆

] [xY
x∆

]
+ c (A.15a)

s̃0 =

G︷ ︸︸ ︷[
GY G∆

]
QR

x︷ ︸︸ ︷
p1
q1
...
pD
qD

+

g︷ ︸︸ ︷
[
GY G∆

] 
pYnone−DER

qYnone−DER

p∆
none−DER

q∆
none−DER

+ c (A.15b)

(A.15c)

We then define M,H,m & h based on G and g as follows:

M = Re(G) (A.15d)

H = Im(G) (A.15e)

m = Re(g) (A.15f)

h = Im(g) (A.15g)

The units of M & H are the same of G. G has the same unit of GY and G∆, which
are “unitless”.

With this, we have obtained the new sensitivity matrices that embed the DERs wye
and delta configuration within.

111



Appendix B

MATDSS Related Setup and
Configurations

B.1 DER Device Parameters & Model within MATDSS

In this section, we briefly summarize the first-order dynamical model used in the simulations
in Section B.2, and explain the different parameters used to control the response of DERs.

B.1.1 DER Parameters

Active and reactive powers - xi & xseti

Each DER device has an active and reactive power values (xi =
[
pi qi

]T
) and set-points

(xseti =
[
pseti qseti

]T
). The controllers within MATDSS will assign different xseti values fol-

lowing the outcome of the optimization problem, and the DERs would respond accordingly.
The units for active and reactive powers are W and V ar, respectively.

Active and reactive power constraints set - Xi

The set Xi represents the set of possible xi that can be set for the ith DER. In the
implementations we show, we have considered a box constraint Xi = [xi, xi], and we project
the updated xseti on Xi.
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DER Cost function - fi(xi)

In the simulations, quadratic DERs cost functions were considered. The general form of a
quadratic cost function is shown below.

fi(xi) = xTi C
′′
i xi + xTi C

′
i, (B.1)

where C ′′
i ≻ 0 is a diagonal 2× 2 matrix and C ′

i ∈ R2.

B.1.2 DER 1st order model

The DERs are modeled within MATDSS as a 1st order differential equation; where the
DERs are assumed to have decoupled active and reactive power controls. The general
transfer function of the ith DER is given by

Ti(s) =

[
1

τp,is+1
0

0 1
τq,is+1

]
(B.2)

where τp,i and τq,i are the time-constants that represent how fast the DER responds to
input signals (xseti ). In the simulations, we consider the same time constant for active and
reactive responses.

For more advanced and realistic models of DERs, one can change the dynamic simulation
code (MATDSS DERUpdate function) in MATDSS.
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B.2 Simulations

In this section, we describe the configurations used for the simulations presented in Section
3.6. In addition, we discuss the changes made to the original feeder files in OpenDSS for
IEEE-123 and IEEE-8500 feeders.

The Tables B.1-B.3 summarize the configurations used for simulation time, DERs and
VDER for all simulations.

Table B.1: MATDSS simulation time settings for all test cases and circuits.

Parameter Value

Duration∗ [15s, 60s]
Simulation Time Step∗∗ 100ms
Controller Time Step 100ms

Measurement Time Step 100ms
Measurement Delay 0ms
Stabilization Time 0s

∗ Duration of 15s were used for step-change simulations while 60s were used for ramp-change simulations.
∗∗ For smaller circuits 10ms were used to have smoother curves (DERs’ dynamics).

Table B.2: DER configurations in MATDSS for all test cases and circuits.

Parameter Value

τ 0.2s
DER Type PV

Mode DSS load
xj (−106W,−106Var)
xj (106W, 106Var)

(ax, cx) (1, 1)

∗∗∗ This is not used in dynamic simulation, but is used to define the variable in MATLAB struct.

B.2.1 Low-pass filter and PID Controller setup

As discussed in the Section 3.6.1, we found that the performance is improved by integrating
a low-pass filter and proportional-derivative controller with the integral controller. The
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Table B.3: VDER configurations in MATDSS for all test cases and circuits.

Parameter Value

τ ∗∗∗ 10−6

DER Mode∗∗∗ DSS load
(P (x), Q(x)) follow equation (3.11)

low-pass filter is applied to the VDERs set-points where it mainly works on smoothing the
set-point curve (minimizing oscillations). The proportional controller is used to boost the
initial response of DERs when a disturbance occur or a switching in set-point is requested
at the interface bus. The derivative controller is used to additionally boost the response
initially for the VDERs to get additional response from lower-level DERs that are behind
the VDER bus. This process resulted in speeding up the participation of lower-level DERs
and achieve more stable response from the feeder when tracking the interface bus set-points.
The effective gain for each parameters is the multiplication of the parameter coefficient (κ)
with the main controller gain (K). Table B.4 summarizes LPF-PID parameters used for all
feeders.
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Table B.4: Low-pass filter and PID Control Configurations

Feeder

5-bus IEEE-123 IEEE-8500

LPF
Tc 0.9 1 1

Applied to VDERs Only VDERs Only VDERs Only

P
-
C
on

tr
ol
le
r

C
on

fi
gu

ra
ti
on

Kp 850 1500 1000

κp,λ 0.001 0.001 0.002

κp,µ 0.001 0.001 0.002

κp,η 0.0005 0.001 5e-6

κp,ψ 0.0005 0.001 5e-6

κp,γ 1e-12 1e-12 1e-12

κp,ν 1e-12 1e-12 1e-12

κp,ζ 1e-7 1e-7 1e-7

Applied to
DERs &
VDERs

DERs &
VDERs

DERs &
VDERs

D
-
C
on

tr
ol
le
r

C
on

fi
gu

ra
ti
on

Kd 330 1500 5

κd,λ 0.001 0.001 0.001

κd,µ 0.001 0.001 0.001

κd,η 0.001 0.001 1e-6

κd,ψ 0.001 0.001 1e-6

κd,γ 1e-12 1e-12 1e-12

κd,ν 1e-12 1e-12 1e-12

κd,ζ 1e-7 1e-7 1e-7

D-Signal
Measurements

(Y )
Measurements

(Y )
Measurements

(Y )

Applied to VDERs Only VDERs Only VDERs Only
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B.2.2 5-Bus Feeder

The 5 bus feeder circuit used is based on the ‘4Bus-DY-Bal’ IEEE test case in OpenDSS.
The circuit has been modified by changing the loads powers and adding line 3 (L3) and
load 2. The final OpenDSS code used to run 5-bus feeder is shown below (Code 1).

clear

! IEEE 5-bus test case D-Y Stepdown Balanced based on IEEE 4-bus test case in OpenDSS (

D-Y Stepdown Balanced)

new circuit.5busDYBal basekV=12.47 phases=3

~ mvasc3=200000 200000

! **** DEFINE WIRE DATA

new wiredata.conductor Runits=mi Rac=0.306 GMRunits=ft GMRac=0.0244 Radunits=in Diam

=0.721

new wiredata.neutral Runits=mi Rac=0.592 GMRunits=ft GMRac=0.00814 Radunits=in Diam

=0.563

! **** DEFINE LINE GEOMETRY; REDUCE OUT THE NEUTRAL

new linegeometry.4wire nconds=4 nphases=3 reduce=yes

~ cond=1 wire=conductor units=ft x=-4 h=28

~ cond=2 wire=conductor units=ft x=-1.5 h=28

~ cond=3 wire=conductor units=ft x=3 h=28

~ cond=4 wire=neutral units=ft x=0 h=24

! **** 12.47 KV LINE

new line.L1 geometry=4wire length=2000 units=ft bus1=sourcebus bus2=n2

! **** 3-PHASE STEP-DOWN TRANSFORMER 12.47/4.16 KV Delta-Ygrd

new transformer.t1 xhl=6

~ wdg=1 bus=n2 conn=delta kV=12.47 kVA=6000 %r=0.5

~ wdg=2 bus=n3 conn=wye kV=4.16 kVA=6000 %r=0.5

! **** 4.16 KV LINE

new line.L2 bus1=n3 bus2=n4 geometry=4wire length=2500 units=ft !NormAmps=990

new line.L3 bus1=n4 bus2=n5 geometry=4wire length=2500 units=ft NormAmps=123

! **** WYE-CONNECTED LOADS

new load.load1 phases=3 bus1=n4 conn=wye kV=4.16 kW=400 pf=0.9 model=1

new load.load2 phases=3 bus1=n5 conn=wye kV=4.16 kW=770 pf=0.9 model=1

~ vminpu=0.75 ! model will remain const p,q down to 0.75 pu voltage

set voltagebases=[12.47, 4.16]

calcvoltagebases ! **** let DSS compute voltage bases

Code 1: 5-bus feeder OpenDSS code.
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Controllers configurations

Table B.5: 5-bus feeder Controllers configurations

1CA 2CAs 2CAsLPF-PID

# Control Area 1 1 2 1 2
Controller Type∗ l2c l2c llc l2c llc

alpha 0.002 0.002 0.002 0.003 0.003
rp 1e-4 1e-4 1e-4 1e-4 1e-4
rd 1e-3 1e-3 1e-3 1e-3 1e-3
E 1e2 1e2 1e2 1e2 1e2
vul 1.05 1.05 1.05 1.05 1.05
vll 0.95 0.95 0.95 0.95 0.95
iul Specified in DSS File
a∗∗ρ 1 1 1 1 1
a∗∗σ 1 1 1 1 1
aλ 5e3 1e3 5e3 1e3 5e3
aµ 5e3 1e3 5e3 1e3 5e3
aη 1e3 1e3 1e3 1e3 1e3
aψ 1e3 1e3 1e3 1e3 1e3
aγ 1e12 1e12 1e12 1e12 1e12
aν 1e12 1e12 1e12 1e12 1e12
aζ 1e7 1e7 1e7 1e7 1e7
c∗∗ρ 1 1 1 1 1
c∗∗σ 1 1 1 1 1
cλ 1e-3 1e-3 1e-3 1e-3 1e-3
cµ 1e-3 1e-3 1e-3 1e-3 1e-3
cη 1e-3 1e-3 1e-3 1e-3 1e-3
cψ 1e-3 1e-3 1e-3 1e-3 1e-3
cγ 1e-12 1e-12 1e-12 1e-12 1e-12
cν 1e-12 1e-12 1e-12 1e-12 1e-12
cζ 1e-7 1e-7 1e-7 1e-7 1e-7

∗ l2c indicates that the controller is tracking P set
0 and llc indicates the controller is tracking P set

0 and
Qset

0 .
∗∗ Those parameters are not used in the simulation, but were introduced at early stages of development.
They are not considered in the current implementation and their values are not used.
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B.2.3 IEEE-123 Feeder

For IEEE-123 feeder, the OpenDSS circuit named IEEE123Master.dss’ is considered
where we modified the following:

• Renamed bus ‘150’ to ‘sourcebus’ due to how MATDSS is developed.

• Updated all defined ‘Lines’ to have ‘NormAmps=900’ to avoid any current violation
when analyzing power tracking performance.

• The same current limit is added to the ‘switches’ since they are defined as lines in
OpenDSS (to maintain compatibility with MATDSS).

The controllers configurations for the tests shown in Chapter 3 are summarized in Table
B.7.
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Controllers configurations

Table B.6: IEEE-123 feeder Controllers configurations

Step Change Stepped-Ramp Change
1CA 6CAs 1CA 6CAs

# CA 1 1 {2,3,4,5,6} 1 1 {2,3,4,5,6}
Controller Type∗ l2c l2c llc l2c l2c llc

α 0.001 9.6e-4 4.32e-4 0.001 9.6e-4 4.32e-4
rp 1e-4 1e-4 1e-4 1e-4 1e-4 1e-4
rd 1e-3 1e-3 1e-3 1e-3 1e-3 1e-3
E 1e2 1e2 1e2 1e2 1e2 1e2
vul 1.05 1.05 1.05 1.05 1.05 1.05
vll 0.95 0.95 0.95 0.95 0.95 0.95
iul Specified in DSS File
a∗∗ρ 1 1 1 1 1 1
a∗∗σ 1 1 1 1 1 1
aλ 2e3 5e3 1e3 2e3 5e3 1e3
aµ 2e3 5e3 1e3 2e3 5e3 1e3
aη 1e3 1e3 1e3 1e3 1e3 1e3
aψ 1e3 1e3 1e3 1e3 1e3 1e3
aγ 1e12 1e12 1e12 1e12 1e12 1e12
aν 1e12 1e12 1e12 1e12 1e12 1e12
aζ 1e8 1e8 1e8 1e8 1e8 1e8
c∗∗ρ 1 1 1 1 1 1
c∗∗σ 1 1 1 1 1 1
cλ 1e-3 1e-3 1e-3 1e-3 1e-3 1e-3
cµ 1e-3 1e-3 1e-3 1e-3 1e-3 1e-3
cη 1e-3 1e-3 1e-3 1e-3 1e-3 1e-3
cψ 1e-3 1e-3 1e-3 1e-3 1e-3 1e-3
cγ 1e-12 1e-12 1e-12 1e-12 1e-12 1e-12
cν 1e-12 1e-12 1e-12 1e-12 1e-12 1e-12
cζ 1e-8 1e-8 1e-8 1e-8 1e-8 1e-8

∗ l2c indicates that the controller is tracking P set
0 and llc indicates the controller is tracking P set

0 and
Qset

0 .
∗∗ Those parameters are not used in the simulation, but were introduced at early stages of development.
They are not considered in the current implementation and their values are not used.
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B.2.4 IEEE-8500 Feeder

In this simulation, we consider the IEEE-8500 Feeder defined in OpenDSS ‘Master.dss’
in the folder ’8500-Node’. In our implementation, we have disabled the following internal
switches:

• ‘Line.WD701 48332 sw’

• ‘Line.V7995 48332 sw’

• ‘Line.WG127 48332 sw’

• ‘Line.WF856 48332 sw’

• ‘Line.WF586 48332 sw’

In addition, we have partitioned the feeder into 49 control areas. To partition the feeder
into these areas, we have considered all main and load buses (‘m’ and ‘l’). The control areas
were defined to obtain a nested control areas that are interfaced through these buses.
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Table B.7: IEEE-8500 feeder Controllers configurations

Stepped-Ramp Change
1CA 49CAs

# CA 1 1 {2:49}
Controller Type∗ l2c l2c llc

α 0.0015 4e-4 2e-4
rp 1e-4 1e-4 1e-4
rd 1e-3 1e-3 1e-3
E 1e2 1e2 1e2
vul 1.05 1.05 1.05
vll 0.95 0.95 0.95
iul Specified in DSS File
a∗∗ρ 1 1 1
a∗∗σ 1 1 1
aλ 20 5e3 1e3
aµ 20 5e3 1e3
aη 20 5e3 1e3
aψ 20 5e3 1e3
a∗∗∗γ 0 0 0
a∗∗∗ν 0 0 0
a∗∗∗ζ 0 0 0
c∗∗ρ 1 1 1
c∗∗σ 1 1 1
cλ 1e-3 1e-3 1e-3
cµ 1e-3 1e-3 1e-3
cη 1e-3 1e-3 1e-3
cψ 1e-3 1e-3 1e-3
cγ 1e-12 1e-12 1e-12
cν 1e-12 1e-12 1e-12
cζ 1e-8 1e-8 1e-8

∗ l2c indicates that the controller is tracking P set
0 and llc indicates the controller is tracking P set

0 and
Qset

0 .
∗∗ Those parameters are not used in the simulation, but were introduced at early stages of development.
They are not considered in the current implementation and their values are not used.
∗∗∗ To focus on power tracking performance, voltage and current control is disabled.
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Appendix C

Transmission and Distribution
Coordination Simulations
Configurations and Setup

In Chapter 4, the derived linear model of the DN controller models the whole feeder as a
single CA. Below, we attempt to modify the centralized model parameters, to incorporate the
impact of multi-CAs on DERs set-points. We introduce the concept of effective sensitivities
to map the sensitivities from lower level areas to feeder head power measurements.

C.1 Hierarchical DN Linear Model

The linear model in (4.20) describes the response of a single DN when managed by a
central controller overseeing all DERs. Here, we extend this concept to incorporate the
hierarchical structure within the central controller framework, leveraging the concepts of
VDERs and effective sensitivities. Constructing the matrix K in hierarchical structures can
be challenging without sharing a circuit model between the control areas. We demonstrate
a method to approximate the centralized sensitivity matrix K using the VDERs and CAs
sensitivities.

Consider an area i within the DN structure, where the jth DER is a VDER associated
with area ℓ (i.e., area i is the parent of area ℓ), as illustrated in Figure C.1. The sensitivity
matrix Kij maps changes in VDER powers to the measurements within area i. Recall that
VDER powers reflect changes in the DERs of the child area ℓ and its sub-areas.
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D
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Figure C.1: Block diagram illustrating the relationship between parent area i and child area ℓ
interfaced through a VDER.

Let KVDER,ℓ = Kij denote the sensitivities of the VDER corresponding to area ℓ, and
let Kℓ denote the local sensitivities of DERs and VDERs within area ℓ. Note that KVDER,ℓ

maps the sensitivities to the interface bus measurements of area i, while Kℓ maps the
sensitivities to the interface bus measurements of area ℓ.

For a three phase VDER, we have KVDER,ℓ ∈ R3×2, and let KVDER,ℓ ∈ R1×2 denotes
its column sum. Since VDERs power is summed over all the phases, we can obtain the
effective sensitivities of the rth DER in area ℓ to the measurements in area i as

Keff
ℓr = Kℓr K

⊤
VDER,ℓ. (C.1)

Then for the ℓth area-wide sensitivities, we construct K
eff

ℓ

K
eff

ℓ =
[
Keff
ℓ1 · · · Keff

ℓ|Dℓ|
]
= Kℓ

K
⊤
VDER,ℓ
...

K
⊤
VDER,ℓ

 . (C.2)

Note that for nested areas, VDER sensitivities need to be adjusted for child areas before
carrying out the calculations. In other words, one should start by scaling the effective
sensitivities from parent areas to child areas. This ensures that effective sensitivities are
used for child VDERs in (C.2).
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Once all effective sensitivities are obtained, we construct the matrix Keff
ℓ by removing

teh columns corresponding to the VDERs from K
eff

ℓ , and then concatenate them to form
the full DN sensitivity matrix Keff as

Keff =
[
Keff

1 . . . Keff
NCA

]
. (C.3)

The matrixKeff approximates the actual sensitivities of all DERs to the power measurements
at the DN interface bus.

C.2 Simulations

In this section, we report the modifications to the DN controllers configurations in Appendix
B.2. For the IEEE-123 feeders in TD-integration simulations, the Configurations Config. 1
- Config. 4 has the following modified parameters:

Table C.1: IEEE-123 feeder Controllers configurations for TD integration simulations

Config. 1 Config. 2 Config. 3 Config. 4

# CA 1 {2,3,4,5,6} 1 {2,3,4,5,6} 1 {2,3,4,5,6} 1 {2,3,4,5,6}
α 0.001 5e-4 2.4e-4 1.2e-4 2.4e-4 1.2e-4 1.2e-4 1.2e-4
aλ 5e3 1e3 5e3 3e3 5e3 5e3 3e3 1e3
aµ 5e3 1e3 5e3 3e3 5e3 5e3 3e3 1e3
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