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Abstract

This thesis applies linear-convex optimal steady state (LC-OSS) control to a multi-

terminal high voltage DC (MTDC) system connecting AC systems. LC-OSS control

framework uses real-time feedback to regulate the output of an LTI system to the so-

lution of a constrained convex optimization problem. We first show that the LC-OSS

control framework recovers some of the existing MTDC controllers in the literature.

Then, we propose a dynamic controller which drives the AC systems to collectively

respond to power load variation while minimizing DC losses and maintaining DC line

currents within acceptable limits. Finally, we evaluate the controller’s performance

in simulation and verify that it is able to drive an MTDC test system to a desired

optimal operating point.
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Chapter 1

Introduction

1.1 Motivation

High voltage direct current (HVDC) transmission has been in use since the early 1950s

with first HVDC cable link installed between mainland Sweden and Gotland Island

[1]. Most of the HVDC transmission today possess a “point-to-point” configuration

that connects two separate AC systems or two points of a single AC system [2].

Point-to-point HVDC transmission has been employed for long-distance transport of

electrical energy, for interconnection of two AC systems that are operating at different

frequencies or that are not synchronized, and for controllable power exchange between

two AC systems [3]. On the other hand, a meshed interconnection of AC systems

using HVDC lines is referred to as multi-terminal HVDC (MTDC) system.

Over the years, the thyristor-based line commutated converter (LCC) HVDC trans-

mission matured to constitute the bulk of the planned and installed HVDC transmis-

sion capacity around the world with more than 150 point-to-point worldwide installa-

tions [4]. Although most of the installed LCC-HVDC systems possess point-to-point

configuration, there are two operational exceptions; (1) the SACOI interconnection

and (2) the Hydro-Quebec-New-England interconnection, whereby both systems have

more than two points of connections to AC systems [5]. Even though both projects

possess MTDC system topology, they are not considered truly meshed as the power

flow in both projects is unidirectional from generation to load centers. For LCC-

MTDC systems, power reversal necessitates reversing the DC voltage polarity. Since

a terminal may be connected to more than one terminal in an MTDC topology, re-

versing voltage at one terminal produces undesirable changes in power flow in other

lines. In addition to power reversal complexity, the LCC technology is bound by

other limitations which hinder expanding its utilization in meshed MTDC systems

such as slow response time, commutation failures, and infeasible connection to weak

AC systems [4].

1



Chapter 1. Introduction 2

The advent of voltage source converters (VSC) has paved the way forward to develop-

ing controllable VSC-MTDC systems. This is mainly because of its self-commutating

switches (IGBT) which (1) allow for a faster response, (2) enable independent con-

trol of active and reactive power, (3) facilitate paralleling on the DC side, and (4)

permit instantaneous reverse of power flow through reversing the direction of current

flow instead of reversing the DC voltage polarity [6], [7]. The VSC offers other gains

such as ease of operation with weak AC systems, black start capability, and reduced

footprint, etc [8].

MTDC systems offer a wide range of advantages over point-to-point links such as (1)

improved reliability of the overall system, (2) reduced capacity and reserve capacity of

generation units in the connected AC areas, (3) reduced curtailment of windfarms, (4)

reduced variability in renewable generation due to integration of multiple renewable

energy generating areas to the grid, (5) ease of maintenance as power can be rerouted

through the meshed grid, and (6) facilitation of power exchange and trading between

AC areas [9].

The deployment of VSC-MTDC systems is hindered by technical challenges such as

(1) developing fast (within 1 ms) protection systems that detect DC side faults and

identify respective faulty lines, (2) employing very fast (within 2 ms) fault current

interruption mechanisms using using fault-blocking converters or DC circuit breakers,

and (3) controlling MTDC system variables (i.e., voltage, current, and power) to meet

shared control goals (e.g., frequency control of connected AC systems) while meeting

grid constraints (e.g., power flow in DC lines) [8], [9]. In this thesis, we tackle the

third technical challenge: control of MTDC systems.

1.2 Literature Review

Different control strategies of MTDC systems have been proposed in the literature.

Two general categories of control methods are mostly used: Voltage Margin Method

(VMM) and Voltage Droop Method (VDM) [10]. The basic form of VMM and VDM is

decentralized whereby each converter relies on local information without the need for

communication between converters. A review of VMM and several VDM approaches

is summarized in [11].

In VMM, each converter is given a marginal offset in its DC reference voltage such

that one converter (slack converter) is responsible for maintaining DC voltage at a

desired level to maintain power balance in the network while other converters operate

at constant power mode [12]. In the case whereby the slack converter can no longer

inject/absorb the real power needed to control the DC voltage, another converter will

be assigned to operate as the slack converter. In VDM’s basic form, all converters (or

more than one converter) in the MTDC network participate in DC voltage control

by adjusting their injected/absorbed real power into the MTDC network based on
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a predefined droop [13]. A higher droop coefficient means that the converter will

inject/absorb more real power given a DC voltage deviation.

With the increasing penetration of asynchronous generation, the effective inertia of

AC systems is reduced and systems’ frequency have become more volatile to distur-

bances. Hence, AC system stability necessitates the need for fast frequency support

from other AC systems, which can be achieved by interconnecting them via an MTDC

system [9]. If the frequency drops (rises) due to power imbalance at the AC side, the

MTDC system responds by transferring power between AC systems; injecting more

(less) or extracting less (more) real power into the disturbed AC system. The col-

lective response of AC systems to power imbalance in any of them distributes the

associated frequency deviation over the systems connected. This is referred to as

primary frequency control of AC systems connected via an MTDC system [14].

In [15] and [16], a decentralized voltage control scheme is proposed whereby the

voltage of the converter is proportionally adjusted with respect to frequency deviation

of the AC system connected to it. In [17], a decentralized power control scheme is

proposed whereby power injected from the AC system is proportional to DC voltage

deviation and to frequency deviation of the respective AC system. The proposed

controller is proven to stabilize the equilibrium of the closed-loop system such that

primary frequency control action is fairly distributed among the generators, and the

deviation of AC frequency and DC voltages are quantified and bounded. In [18],

a distributed voltage control scheme is proposed which eliminates the differences in

frequency variations as compared to that proposed in [15]. In [19], a distributed

consensus-based controller is proposed which modifies the power injected by each

area into the MTDC grid as a function of frequency deviations of neighboring AC

areas. However, this controller requires a slack bus to maintain power balance in the

MTDC system which limits distributing the primary frequency reserves over all AC

systems.

The class of controllers presented above do not identify a quantifiable objective (cost)

to be met (minimized) at steady state. Hence, although the proposed controller

achieves its objective, it may be simultaneously compromising operation at an optimal

steady state1. An optimal controller drives the system to a steady state which achieves

defined control objectives while maintaining optimal operation.

Optimal controllers can be classified into two main categories: offline optimization and

online optimization. In offline optimization, optimal setpoints are computed based

on a steady-state system model and forecasts of disturbances which are then fed to

classical tracking controllers [20], [21]. In contrast, online optimization incorporates

real-time feedback into the computation of optimal set-points such that the system

1The optimal steady state of the system is specified by the solution of a defined constrained optimization
problem.
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converges to a cost-minimizing operating point [22]–[29]. The latter reduces sensitiv-

ity to steady-state model uncertainty and eliminates sub-optimal operation caused by

discrepancies between forecasted and real-time disturbances. The linear-convex opti-

mal steady state control (LC-OSS) [30] is an online feedback-based control framework

which facilitates developing dynamic controller designs that regulate a linear time-

invariant (LTI) system to a cost-minimizing and constraint-satisfying operating point

in the presence of unmeasured disturbances.

1.3 Contributions

In this thesis, we adopt the LC-OSS framework to control MTDC systems. This

thesis makes three primary contributions:

• We prove that the LC-OSS control encompasses some of the existing MTDC

controllers in the literature. We recover two different MTDC controllers; a

distributed power consensus controller and a decentralized voltage controller.

We also provide a stability analysis of the MTDC system closed by each of the

LC-OSS controllers.

• We propose an MTDC LC-OSS controller which regulates the VSC power set-

points that control the AC-DC power transfer between AC systems to drive

the MTDC system to an optimal operating point dictated by an optimization

problem. We define a convex optimization problem that achieves the following

control objectives: (1) minimize the frequency deviation in all AC systems in

response to unmeasured power load variations happening in some of them, (2)

minimize the total power loss in HVDC systems, and (3) enforce the HVDC

link currents to be within acceptable upper and lower current limits. We then

provide a stability analysis of the system with a simplified OSS controller that

only achieves the first objective.

• We apply the proposed controller to an MTDC test system. We evaluate the con-

troller’s performance based on a time-domain simulation in Matlab/Simulink

environment and verify that the controller is able to drive the system to the

equilibrium corresponding to the solution of an optimization problem.

1.4 Thesis Layout

This thesis is organized as follows:

• In Chapter 2, we provide a summary of the mathematical and control theory

background and tools needed for the remainder body of the thesis.

• In Chapter 3, we develop the state space model of a generic MTDC system.
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• In Chapter 4, we apply the OSS control framework to MTDC systems. We

first we show that the LC-OSS control recovers some of the existing MTDC

controllers in the literature. Then, we identify the control objectives and propose

the MTDC-OSS controller accordingly. We finally provide a stability analysis

of the system closed by a simplified version of the OSS controller.

• In Chapter 5, we provide time-domain simulation results of applying the pro-

posed LC-OSS controller to a test system and evaluate the controller’s perfor-

mance.

• In Chapter 6, we provide a conclusion of this thesis and point out future research

directions.



Chapter 2

Optimization and Control

Background

In this chapter, we present background information on convex optimization, linear

algebra, and linear control theory. We also reproduce the derivation of linear-convex

optimal steady state control which is a core building block of this thesis.

2.1 Convex Optimization

Our MTDC control problem will be formulated as a convex optimization problem; this

section recalls the basics of general optimization problems, and convex optimization

in particular [31].

2.1.1 Optimization Problems

An optimization problem is a problem of determining a vector (or set of vectors) of

decision variables x ∈ Rn that minimizes a cost function f : Rn → R defined as

minimize
x∈Rn

f(x), (2.1)

which we refer to as the objective function.

We refer to a vector which minimizes the objective function as a minimizer or an

optimizer x⋆ ∈ Rn and to its corresponding cost f(x⋆) as the optimal value satisfying

f(x⋆) ≤ f(x) for all x ∈ Rn. We denote by the set of minimizers as

argmin
x∈Rn

f(x).

Problem (2.1) is an unconstrained optimization problem as there are no restrictions

on the decision variable which may be any element in Rn. In many cases, constraints

6
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restrict the decision variable to belong to a set of permissible options. The set of

permissible options is denoted as the feasible set or the constraint set C ⊆ Rn. Hence,

a constrained optimization problem can be generally formulated as

minimize
x∈Rn

f(x)

subject to x ∈ C.

The set of minimizers of the constrained optimization problem becomes

argmin
x∈Rn

{f(x) | x ∈ C}.

The feasible region C is often algebraically described by a set of functions gi : Rn → R,
i ∈ {1, . . . , nic}, that define inequality constraints, and a set of functions hi : Rn → R,
i ∈ {1, . . . , nec}, that define equality constraints such that

C :=
{
x ∈ Rn | gi(x) ≤ 0 for all i ∈ {1, . . . , nic}, hi(x) = 0 for all i ∈ {1, . . . , nec}

}
.

Representing the feasibility set C by its algebraic description, the constrained opti-

mization problem becomes

minimize
x∈Rn

f(x)

subject to gi(x) ≤ 0, for all i ∈ {1, . . . , nic},
hi(x) = 0, for all i ∈ {1, . . . , nec}.

(2.2)

2.1.2 Convexity (Sets, Functions, and Optimization)

A set C is said to be a convex set if a line segment between any two points in C lies in

C. Algebraically, if C is convex, then for any x, y ∈ C and any λ ∈ [0, 1], we have

λx+ (1− λ)y ∈ C.

A function f : Rn → R is said to be a convex function if the domain of f is a convex

set, and the line segment between any two points on the graph of the function lies

above the graph of f . Algebraically, if domain of f forms a convex set, then f is

convex if for any x, y ∈ domf and λ ∈ [0, 1]

f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y). (2.3)

A function is said to be strictly convex if (2.3) is a strict inequality for x ̸= y ∈ domf

and λ ∈ (0, 1).

The optimization problem (2.2) is said to be a convex optimization problem if the

following requirements are satisfied:
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1. the objective function f is convex,

2. the inequality constraint functions gi, for i ∈ {1, . . . , nic}, are convex, and

3. the equality constraint functions hi, for i ∈ {1, . . . , nec}, are affine.

The affine equality constraint functions hi(x), for i ∈ {1, . . . , nec} can be equiva-

lently represented as Ax = b where A ∈ Rnec×n and b ∈ Rnec . Therefore, a convex

optimization problem can be represented as

minimize
x∈Rn

f(x)

subject to gi(x) ≤ 0, for all i ∈ {1, . . . , nic}
Ax = b.

(2.4)

2.1.3 The Karush-Kuhn-Tucker Conditions

For the convex optimization problem (2.4), there exists a set of conditions that are

necessary and sufficient for optimality given that the optimization problem satisfies

a so-called constraint qualification requirement. These conditions are referred to as:

The Karush-Kuhn-Tucker (KKT) Conditions.

A qualification requirement for the KKT to be necessary and sufficient for optimal-

ity is called Slater’s constraint qualification. The problem (2.4) is said to satisfy

Slater’s constraint qualification if there exists a strictly feasible point, i.e., a point x̃

satisfying

gi(x̃) < 0, for all i ∈ {1, . . . , nic}, and Ax̃ = b.

Assuming (2.4) satisfies Slater’s constraint qualification, x⋆ is optimal if and only if

there exists λ⋆ ∈ Rnic and ν⋆ ∈ Rnec such that the KKT conditions

gi(x
⋆) ≤ 0, for all i ∈ {1, . . . , nic} and Ax⋆ = b, (2.5a)

λ⋆ ≥ 0, (2.5b)

0 = ∇f(x⋆) + A⊤ν⋆ +

nic∑
i=1

λ⋆
i∇gi(x

⋆), (2.5c)

0 = λ⋆
i gi(x

⋆), (2.5d)

are satisfied. Equation (2.5a) represents the primal feasibility conditions, (2.5b) rep-

resents the dual feasibility condition, (2.5c) represents the gradient condition, and

(2.5d) represents the complementary slackness condition.
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2.2 Linear-Convex Optimal Steady-State Control

This section reproduces the derivation of the LC-OSS control framework [30]. The

framework produces output feedback controllers for an LTI system such that the sys-

tem is asymptotically driven to an optimal steady-state. The optimal steady-state is

defined to be the equilibrium corresponding to the output that minimizes a defined

convex optimization problem. The LC-OSS control framework is an online opti-

mization which processes real time measurements to guarantee an optimal operation

despite constant unmeasured exogenous disturbance.

Consider a continuous-time LTI system subject to an unknown constant exogenous

disturbance w ∈ Rnw which is given by

ẋ = Ax+Bu+Bww, x(0) ∈ Rn

y = Cx+Du+Dww.
(2.6)

with states x ∈ Rn, input u ∈ Rm, and output y ∈ Rp.

We denote by ȳ the output generated by the equilibrium states x̄ and inputs ū for a

fixed disturbance w, where x̄, ū, and ȳ satisfy

0 = Ax̄+Bū+Bww, (2.7a)

ȳ = Cx̄+Dū+Dww. (2.7b)

We define Ȳ (w) to be the set of all achievable equilibrium outputs ȳ for a fixed

disturbance w as

Ȳ (w) := {ȳ ∈ Rp | ∃ (x̄, ū) such that (x̄, ū, ȳ) satisfy (2.7a) and (2.7b)}.

The objective of an LC-OSS controller is to drive the system to an equilibrium cor-

responding to the optimizer of the problem

minimize
y∈Rp

f(y, w) (2.8a)

subject to y ∈ Ȳ (w) (2.8b)

Hy = Lw. (2.8c)

The feasible set is defined by (2.8b) which represents the equilibrium constraint, and

by (2.8c) which represents neq engineering equality constraints determined by the

matrices H ∈ Rneq×p and L ∈ Rneq×nw . The neq constraints represent additional

constraints that are imposed by the designer.

Assumption 2.2.1. The LC-OSS control framework requires:

1. the function f to be differentiable and strictly convex in y for every w,
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2. the feasible region to have a non-empty relative interior, and

3. the optimizer y⋆ to exist, therefore y⋆ is unique as f is strictly convex.

Next, we reformulate (2.8b) such that it can be represented in standard equality form.

First, we define the set Z(w) ⊆ Rn+m which contains all possible solutions (x̄, ū) to

(2.7a) for a given w. Since Z is an affine subspace, it can be written as a sum of a

unique subspace and a non-unique offset vector such that

Z(w) := {z ∈ Rn+m | ∃α ∈ R• such that z = z̃ +Nα},

where z̃ is a particular solution and N ∈ R(n+m)×• is defined such that range N =

null
[
A B

]
.1

Hence, the affine set Ȳ (w) can also be written as a sum of a unique subspace and a

non-unique offset vector ỹ(w) such that

Ȳ (w) = {y ∈ Rp | y = Cx̄+Dū+Dww and col(x̄, ū) ∈ Z(w)} (2.9)

= {y ∈ Rp | ∃α ∈ R• such that y =
[
C D

]
Nα +

[
C D

]
z̃ +Dww}

= {y ∈ Rp | ∃α ∈ R• such that y = Gα + ỹ(w)},

where G ∈ Rp×• is defined such that G :=
[
C D

]
N and ỹ(w) :=

[
C D

]
z̃ +

Dww.

Next, we define matrix G⊥ ∈ Rl×p with l := p− rank(G) such that

null(G⊥) = range(G). (2.10)

Left multiplying the expression of y in (2.9) by G⊥, we get

Ȳ (w) = {y ∈ Rp | G⊥y = b(w)}, (2.11)

where b(w) := G⊥ỹ(w). Substituting the equality constraint (2.8b) by (2.11), the

optimization problem (2.8) becomes

minimize
y∈Rp

f(y, w)

subject to G⊥y = b(w)

Hy = Lw.

(2.12)

Since we assumed the existence of a strictly feasible point (as per Assumption 2.2.1-

2), Slater’s condition holds which guarantees that the KKT conditions are necessary

and sufficient for optimality. Therefore, for every w, there exists a unique optimal

primal optimizer y⋆ and optimal dual optimizers (σ⋆, µ⋆) such that (y⋆, σ⋆, µ⋆) satisfy

1The symbol • in R• indicates that the dimension of the vector space is unspecified.
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the KKT conditions

Gradient Condition: ∇f(y⋆, w) +G⊤
⊥σ

⋆ +H⊤µ⋆ = 0, (2.13a)

Equilibrium Feasibility Condition: G⊥y
⋆ − b(w) = 0, (2.13b)

Engineering Feasibility Condition: Hy⋆ − Lw = 0. (2.13c)

Rearranging the KKT gradient condition (2.13a), we get

G⊤
⊥(−σ⋆) = ∇f(y⋆, w) +H⊤µ⋆.

Taking the orthogonal complement of both sides of (2.10) such that range(G⊤
⊥) =

null(G⊤), we deduce that(
∇f(y⋆, w) +H⊤µ⋆

)
∈ range(G⊤

⊥) = null(G⊤).

Hence, the existence of (y⋆, σ⋆, µ⋆) which satisfies the gradient condition (2.13a) is

equivalent to the existence of a pair (y⋆, µ⋆) which satisfies

G⊤
(
∇f(y⋆, w) +H⊤µ⋆

)
= 0. (2.14)

With the assumption that we have an error measurement of engineering violations

Hy − Lw, [30] introduces an optimality model which is a dynamic filter of the

form
µ̇ = Hy − Lw,

ϵ = G⊤
(
∇f(y, w) +H⊤µ

)
.

(2.15)

The idea of the filter is that µ̇ and the error variable ϵ should together provide a

measure of the optimality gap. Hence, at steady state, we need µ̇ = 0 and ϵ = 0 to

ensure satisfying (2.13c) and (2.13a) respectively. Employing an integrator to ϵ such

that

η̇ = ϵ (2.16)

and proposing a stabilizer2 to the cascaded system represented by the LTI system

(2.6), the optimality model (2.15), and the integral controller (2.16) will ensure satis-

fying the KKT conditions (2.13b), (2.13c), and (2.14). The cascaded system in Figure

2.1 represent the block diagram of the general LC-OSS control architecture.

2A feedback stabilizer u = f(x, µ, η) drives ẋ, µ̇, and η̇ to zero at steady state.
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Figure 2.1: Block diagram of general OSS control architecture

2.3 Mathematical and Control Theory Tools

This section recalls some of the mathematical and linear control theory tools used in

the main body of this thesis. Proofs of theorems are not reproduced, we refer the

reader to the references indicated for the full proof of the theorem.

Definition 2.3.1 (Hurwitz matrix). Matrix A ∈ Rn×n is called a Hurwitz matrix

if every eigenvalue of A has strictly negative real part, i.e., Re(λi(A)) < 0 for i =

1, . . . , n.

Definition 2.3.2. (Definite Matrices) A square matrix A ∈ Rn×n is

1. Positive definite (A ≻ 0) if A = A⊤ and v⊤Av > 0 for all v ∈ Rn \ 0.

2. Positive semi-definite (A ⪰ 0) if A = A⊤ and v⊤Av ≥ 0 for all v ∈ Rn.

Theorem 2.3.1 (Theorem 4.1.10, [32]). Given a square matrix A ∈ Rn×n, the eigen-

values of A are:

1. non-negative real if and only if A ⪰ 0, and

2. positive real if and only if A ≻ 0.

Definition 2.3.3 (Similar matrices). Two square matrices A and B are similar if

there exists an invertible matrix S such that A = S−1BS.

Theorem 2.3.2 (Theorem 1.3.3, [32]). Let A and B be similar matrices, then A and

B have the same characteristic polynomial, i.e., σ(A) = σ(B)3.

Corollary 2.3.1. Given two matrices A ≻ 0 and B ⪰ 0, then, σ(AB) = σ(A1/2BA1/2) ⊆
[0,+∞).

Proof. AB and A1/2BA1/2 are similar with S = A1/2 as per Definition 2.3.3, then

σ(AB) = σ(A1/2BA1/2) ⊆ [0,+∞).
3The set of eigenvalues of the matrix A is denoted by σ(A) as defined in the List of Symbols.
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Definition 2.3.4 (Congruent matrices). Two square matrices A and B are congruent

if there exists an invertible matrix S such that A = S⊤BS.

Definition 2.3.5 (Signature of a matrix). The signature of a matrix A ∈ Sn is

the number of positive, negative, and zero eigenvalues of A, that is the triple:(
n+(A), n−(A), n0(A)

)
.

Theorem 2.3.3 (Theorem 9.13, [33]). Let A and B be congruent real symmetric

matrices, then A and B have the same signature, that is

n+(A) = n+(B),

n0(A) = n0(B), and

n−(A) = n−(B).

Corollary 2.3.2. Given two matrices A ≻ 0 and B ⪰ 0, then, the number of zero

eigenvalues of AB is equal to that of B i.e., n0(AB) = n0(B).

Proof. It is evident that A1/2BA1/2 and B are congruent with S = A−1/2 as per

Definition 2.3.4. Hence, by Theorem 2.3.3, n0(A
1/2BA1/2) = n0(B). And since

σ(AB) = σ(A1/2BA1/2) (by Corollary 2.3.1), then n0(AB) = n0(B).

Corollary 2.3.3. Given two matrices A ⪰ 0 and B ≻ 0, then,

1. the eigenvalues of AB are non-negative, i.e., σ(AB) ⊆ [0,+∞), and

2. the number of zero eigenvalues of AB is equal to that of A, i.e., n0(AB) = n0(A).

Proof. The proof of Corollary 2.3.3 is similar to that of Corollary 2.3.2.

Definition 2.3.6 (Defective eigenvalue). A defective eigenvalue of a matrix A is one

whose algebraic multiplicity is greater than its geometric multiplicity. Conversely, a

non-defective eigenvalue is one whose algebraic multiplicity is equal to its geometric

multiplicity.

Theorem 2.3.4 (Theorem 4.6, [34]). Given the autonomous continuous-time LTI

system

ẋ = Ax, (2.17)

and the Lyapunov equation defined such that

A⊤P + PA+Q = 0,

where A,P,Q ∈ Rn×n and P,Q are symmetric. Then,
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1. the system (2.17) is globally asymptotically stable, i.e. Re(λi(A)) < 0 for i =

1, . . . , n, if and only if P ≻ 0 and Q ≻ 0, and

2. all the trajectories of the system (2.17) are bounded, i.e. Re(λi(A)) ≤ 0 for

i = 1, . . . , n and those with Re(λi(A)) = 0 are non-defective, if and only if

P ≻ 0 and Q ⪰ 0.

Theorem 2.3.5 (Theorem 1.12, [35]). Let X be a Hermitian matrix partitioned as:

X =

[
A B

B⊤ C

]
in which A is square and nonsingular. Then,

1. X ≻ 0 if and only if A ≻ 0 and C −B⊤A−1B ≻ 0, and

2. X ⪰ 0 if and only if A ≻ 0 and C −B⊤A−1B ⪰ 0.



Chapter 3

MTDC System Modeling

In this chapter, we develop the state space model of the MTDC system. In Section 3.1,

we describe the overall network topology of the MTDC system by defining the graphs

representing each of the DC and AC systems and their respective interconnection

matrices (incidence matrices of HVDC systems and AC/DC interconnection vectors).

In Section 3.2, we develop a state-space model of a generic HVDC network and

highlight modelling assumptions. In Section 3.3 we develop the state-space model of

the AC systems. And finally, we combine AC and DC models in a single aggregate

state-space model in Section 3.4.

3.1 Network Topology

The topology of the MTDC network is described by a connected, undirected graph

G = (V , E) where V is the set of all system buses (DC and AC) and E is the set of all

system lines (DC and AC). The network is partitioned into a set of HVDC networks

Gdc and a set of AC networks Gac. The network topology of the MTDC system is

represented in Figure 3.1.

15
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Figure 3.1: Network topology of the MTDC system

We assume that Gdc consists of M disjoint, connected, undirected sub-graphs Gdc,l =

(Vdc,l, Edc,l) for l = 1, . . . ,M whereby, for an HVDC network l, Vdc,l is the set of ndc,l

DC buses, and Edc,l is the set of mdc,l lines each having its reference direction. The DC

nodes are partitioned to three mutually exclusive subsets Vdc,l := Vvsc,l ∪ Vin,l ∪ Vld,l

where Vvsc,l represents the set of pl buses connected to voltage source converters, Vin,l

represents the set of ql buses connected to DC input sources, and Vld,l represents the

set of remaining rl DC load buses. Each bus in Vvsc,l is associated to one VSC. A DC

interconnection (incidence) matrix Fdc,l ∈ Rndc,l×mdc,l is associated with Gdc,l and is

defined such that

Fdc,l :=
[
fij
]
(ndc,l×mdc,l)

,

where for i = 1, . . . , ndc,l and j = 1, . . . ,mdc,l, fij is defined by

fij :=


1, if DC link j is directed away from DC bus i,

−1, if DC link j is directed towards DC bus i,

0, otherwise.

We assume that Gac consists of N disjoint vertices each representing an aggregate

model of an AC system.

Remark 3.1.1. Extending the graph representation of AC systems to a full AC sys-
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tem model is conceptually straightforward. Hoewever, this comes at the the expense

of increased notational complexity

For AC system h and HVDC system l, we define an interconnection vector ch,l ∈ Rpl

with components cih,l defined by

cih,l = 1, if VSC i of HVDC system l is connected to AC system h.

Therefore, the interconnection vector ch associated to every AC system is defined

as

ch = col
(
ch,1, . . . , ch,M

)
. (3.1)

3.2 HVDC System Model

3.2.1 Modeling of a Single HVDC System l

Consider an HVDC network l shown in Figure 3.2. Mapping the circuit diagram in

Figure 3.2 to the overall system topology in Figure 3.1, the set of pl VSC buses are

on the top-left of the diagram, the set of ql DC input sources are on the bottom of

the diagram, and the set of rl load buses are on the top right of the diagram. We

assume that each of the DC buses is connected to a terminal shunt capacitor Ci
dc,l

for i = 1, . . . , ndc,l. We also assume that the HVDC network lines are modeled by

a single Π-link with series resistance Rj
l and inductance Lj

l , and parallel capacitance

Cj
Π,l and conductance Gj

Π,l for j = 1, . . . ,mdc,l.
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Figure 3.2: Circuit diagram of HVDC system l

Figure 3.2 can be further simplified to obtain an equivalent circuit network as in

Figure 3.3 such that

[C1
l , . . . , C

ndc,l

l ] := [C1
dc,l, . . . , C

ndc,l

dc,l ] +
1

2

(
F̂dc,l[C

1
Π,l, . . . , C

mdc,l

Π,l ]⊤
)⊤

[G1
l , . . . , G

ndc,l

l ] :=
1

2

(
F̂dc,l[G

1
Π,l, . . . , G

mdc,l

Π,l ]⊤
)⊤

,

where F̂dc,l is the absolute value of the incidence matrix Fdc,l such that

F̂dc,l :=
[
|fij|

]
(ndc,l×mdc,l)

.
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Figure 3.3: Equivalent circuit diagram of HVDC system l

Next, we define our system matrices Cl as such that

Cl := diag
(
C1

l , . . . , C
ndc,l

l

)
:= blkdiag

(
Cvsc,l, Cin,l, Cld,l

)
(in F),

where

Cvsc,l := diag
(
C1

l , . . . , C
pl
l

)
,

Cin,l := diag
(
Cpl+1

l , . . . , Cpl+ql
l

)
,

Cld,l := diag
(
Cpl+ql+1

l , . . . , C
ndc,l

l

)
.

The matrices Gl, Rl, and Ll are defined such that

Gl := diag
(
G1

l , . . . , G
ndc,l

l

)
(in 1/Ω),

Rl := diag
(
R1

l , . . . , R
mdc,l

l

)
(in Ω),

Ll := diag
(
Ll,1, . . . , L

mdc,l

l

)
(in H).
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From basic circuit theory [36], applying Kirchhoff’s current law (KCL) and Kirchhoff’s

voltage law (KVL), we obtain the differential equations

KCL: Cl
d

dt
Vdc,l +GlVdc,l +

Ivsc,lIsc,l
Ild,l

 = −Fdc,lIL,l,

KVL: Ll
d

dt
IL,l +RlIL,l = F⊤

dc,lVdc,l,

(3.2)

that describe the dynamics of the HVDC system in terms of DC bus voltages Vdc,l(t)

and DC line currents IL,l(t)
1.

The system state variables are defined as

Vdc,l :=

 V 1
dc,l
...

V
ndc,l

dc,l

 (in V), IL,l :=

 I1L,l
...

I
mdc,l

L,l

 (in A),

and system input variables are defined as

Ivsc,l :=

I
1
vsc,l
...

Iplvsc,l

 , Isc,l :=

I
1
sc,l
...

Iqlsc,l

 , Ild,l :=

I
1
ld,l
...

Irlld,l

 (in A).

Representing (3.2) in a matrix format and rearranging, we get the state-space repre-

sentation

d

dt

[
Vdc,l

IL,l

]
=

[
C−1

l 0
0 L−1

l

] [
−Gl −Fdc,l

F⊤
dc,l −Rl

] [
Vdc,l

IL,l

]
−
[
C−1

l

0

]Ivsc,lIsc,l
Ild,l

 . (3.3)

Finally, if all DC links are overhead lines, we can neglect the line conductance, hence

(3.3) simplifies to

d

dt

[
Vdc,l

IL,l

]
=

[
0 −C−1

l Fdc,l

L−1
l F⊤

dc,l −L−1
l Rl

] [
Vdc,l

IL,l

]
−
[
C−1

l

0

]Ivsc,lIsc,l
Ild,l

 . (3.4)

The control input of the state-space model (3.4) is Ivsc,l whereas the variable which

can be independently controlled by the VSCs is the the power transferred between

1For conciseness, we will drop the time variable (t) from HVDC systems’ variables in the remaining body
of the thesis.
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the AC and DC systems Pvsc,l. Therefore, require the below assumption to establish

a relation between Pvsc,l and Ivsc,l.

Assumption 3.2.1. The power loss by the VSCs is neglected and the converter

response is assumed to be instantaneous, i.e., injected power P i
vsc,l from the AC side

is immediately and losslessly converted to DC power such that

P i
vsc,l = −V i

dc,lI
i
vsc,l, for i = 1, . . . , pl. (3.5)

Since the converter’s power loss is negligible compared to that transferred by the

VSCs, it is reasonable to ignore converter losses and to assume that VSCs are lossless.

In addition, the VSC dynamics are orders of magnitudes faster than the primary

frequency control dynamics of the AC systems, hence ignoring the converter dynamics

and assuming that VSCs instantaneously track power commands dispatched by a

controller is a justified assumption.

It should be noted that substituting (3.5) in (3.4), results in a non-linear state-space

model. The following assumption linearizes the system model.

Assumption 3.2.2. The DC voltages V i
dc,l of VSC buses are approximated by V i

dc,l =

V nom
dc,l , for i = 1, . . . , pl such that

P i
vsc,l = −V nom

dc,l I
i
vsc,l, for i = 1, . . . , pl.

For VSC buses, the voltages V i
dc,l do not significantly deviate from the nominal voltage

V nom
dc,l as the acceptable deviation from the nominal voltage is less than 5% for most

HVDC converters. Therefore, Assumption 3.2.2 will result in an error margin of

approximately 5% in the control input commands P i
vsc,l dispatched to the VSCs. It

should be noted that this assumption only holds for the power injection equation

(3.5) and restricts the approximation to the control input P i
vsc,l only, we will continue

to model V i
dc,l as a variable state for all HVDC buses.

Substituting this approximation into (3.4), we get the linearized state-space model

d

dt

[
Vdc,l

IL,l

]
=

[
0 −C−1

l Fdc,l

L−1
l F⊤

dc,l −L−1
l Rl

] [
Vdc,l

IL,l

]
−
[
C−1

l

0

]
−1

V nom
dc,l

Pvsc,l

Isc,l
Ild,l

 ,

where

Pvsc,l := col(P 1
vsc,l, . . . , P

pl
vsc,l) (in W).

The above state and input variables can be divided to their steady state (marked
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with a bar) and deviation components:

Vdc,l := V dc,l + vdc,l,

IL,l := IL,l + iL,l,

Pvsc,l := P vsc,l +∆Pvsc,l,

Isc,l := Isc,l +∆Isc,l,

Ild,l := I ld,l +∆Ild,l.

Extracting the deviation variables from the above state space representation, we

get

d

dt

[
vdc,l
iL,l

]
=

[
0 −C−1

l Fdc,l

L−1
l F⊤

dc,l −L−1
l Rl

] [
vdc,l
iL,l

]
−
[
C−1

l

0

]
−1

V nom
dc,l

∆Pvsc,l

∆Isc,l
∆Ild,l

 ,

where, for the HVDC system l, vdc,l and iL,l respectively represent the voltage devi-

ation of the DC buses and the current deviation of the DC links, ∆Pvsc,l represents

the power injection deviation by the VSCs, and ∆Isc,l,∆Ild,l represent the current

deviation in the remaining DC buses.

The above state space representation can be written as

ẋdc,l = Adc,lxdc,l +Bdc,lul +Bw
dc,lwdc,l,

with state, input, and disturbance vectors defined as

xdc,l :=

[
vdc,l
iL,l

]
∈ Rndc,l+mdc,l , ul := ∆Pvsc,l ∈ Rpl , wdc,l :=

[
∆Isc,l
∆Ild,l

]
∈ Rql+rl ,

and system matrices defined as

Adc,l :=

[
0 −C−1

l Fdc,l

L−1
l F⊤

dc,l −L−1
l Rl

]
,

Bdc,l :=

[
1

V nom
dc,l

C−1
vsc,l

0

]
,

Bw
dc,l :=

 0

−blkdiag
(
Cin,l, Cld,l

)−1

0

 .
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3.2.2 Modeling of the Set of M HVDC Systems

The state space representation of the M HVDC networks is

ẋdc = Adcxdc +Bdcu+Bw
dcwdc,

with state, input, and disturbance vectors defined as:

xdc := col
(
xdc,1, . . . , xdc,M

)
,

u := col
(
u1, . . . , uM

)
,

wdc := col
(
wdc,1, . . . , wdc,M

)
,

and system matrices defined as

Adc := blkdiag
(
Adc,1, . . . , Adc,M

)
,

Bdc := blkdiag
(
Bdc,1, . . . , Bdc,M

)
,

Bw
dc := blkdiag

(
Bw

dc,1, . . . , B
w
dc,M

)
.

3.3 AC System Model

3.3.1 Modeling of a Single AC System h

The dynamic model of each AC system is represented by an aggregated generator

and turbine-governor model, given by [37]

2πJhḟh =
Pm,h − Pl,h − Pdc,h

2πfh
− 2πDg,h(fh − fnom,h), (3.6a)

Tm,hṖm,h = P 0
m,h − Pm,h −

Pnom,h

σh

fh − fnom,h

fnom,h

, (3.6b)

with Pl,h defined as:

Pl,h := P 0
l,h

(
1 +Dl,h(fh − fnom,h)

)
. (3.6c)

It should be noted that we are only considering dynamics of system variables on a

2+ second time-scale. Equation (3.6a) is the swing equation representing the electro-

mechanical dynamics of AC system h:

• fh(t) and fnom,h are, respectively, the frequency and the nominal frequency of

the system in Hz.

• Jh is the the moment of inertia of the aggregated area generator in kg.m2 and

Dg,h is its damping coefficient in W.s2.
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• Pm,h(t) is the aggregated mechanical power in W.

• Pl,h(t) is the aggregated power load in W which fluctuates with sensitivity factor

Dl,h to frequency deviation. The nominal-frequency value P 0
l,h(t) in W can be

viewed as an input of the consumers to the power network.

• Pdc,h(t) is the total power injected by AC system h into the HVDC systems in

W such that

Pdc,h(t) :=
∑
l∈Nh

Pvsc,l = c⊤hPvsc, (3.7)

where Nh represents the set of HVDC systems connected to AC system h and

ch ∈ R
∑

pl is defined in (3.1)

Equation (3.6b) represents the dynamics of local primary frequency control by the

governor for AC system h:

• Tm,h is the time constant for local power adjustment in seconds.

• P 0
m,h(t), in W, is set by secondary frequency control over a time scale that is

greater than 30 seconds. Therefore, P 0
m,h(t) is considered a constant such that:

P 0
m,h(t) = P̄ 0

m,h.

• Pnom,h is the rated power of the aggregate generator of AC system h in W and

σh is the governor droop.

We should stress on the fact that (3.6) is an aggregate model representing an entire AC

area and is not a generator model. Hence, rotor angles are not modeled. Furthermore,

it is implicitly assumed that the aggregated generators are not heavily loaded so

that the Automatic Voltage Regulator (AVR) and exciter systems are not strongly

activated.

Next, we define a reference operating point which is a particular equilibrium defined

by specific values of input parameters and variables whereby the system is assumed

to be at rest. We label system variables operating at the reference operating point

with a bar. Denote by P̄ 0
m,h and P̄ 0

l,h the values of P 0
m,h and P 0

l,h at the reference

operating point, respectively. We further assume that the value of the frequency at

the reference operating point is equal to the nominal frequency for all systems such

that

f̄h = fnom,h, for h = 1, . . . , N.

It follows from (3.6c) that

P̄l,h = P̄ 0
l,h, for h = 1, . . . , N,
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and from (3.6a) and (3.6b) that

P̄m,h = P̄ 0
m,h, for h = 1, . . . , N,

P̄dc,h = P̄m,h − P̄l,h

= P̄ 0
m,h − P̄ 0

l,h, for h = 1, . . . , N.

It is evident that (3.6a)-(3.6c) introduce non-linearity to the AC system model. We

define the following deviation variables:

∆fh := fh − f̄h = fh − fnom,h,

∆Pm,h := Pm,h − P̄m,h = Pm,h − P̄ 0
m,h,

∆P 0
l,h := P 0

l,h − P̄ 0
l,h,

∆Pdc,h := Pdc,h − P̄dc,h,

∆P 0
m,h := P 0

m,h − P̄ 0
m,h = P̄ 0

m,h − P̄ 0
m,h = 0.

The standard linearization of (3.6a)-(3.6c) is derived in Appendix A.1 and is given

by

Jh∆ḟh =
∆Pm,h −∆P 0

l,h −∆Pdc,h

4π2fnom,h

−

(
Dg,h +

P̄ 0
l,hDl,h

4π2fnom,h

)
∆fh.

Rearranging and substituting (3.7), we get(
4π2fnom,h

)
Jh∆ḟh = ∆Pm,h −∆P 0

l,h − c⊤h u−Dh∆fh, (3.8)

with Dh :=
(
4π2fnom,h

)
Dg,h + P̄ 0

l,hDl,h.

Representing (3.6b) in deviation variables, we obtain

Tm,h∆Ṗm,h = ∆P 0
m,h −∆Pm,h −

Pnom,h

σhfnom,h

∆fh. (3.9)

∆P 0
m,h in (3.9) is equal to zero since P 0

m,h(t) is considered a constant such that:

P 0
m,h(t) = P̄ 0

m,h. Hence, ∆P 0
m,h = P 0

m,h − P̄ 0
m,h = 0. Therefore, (3.9) becomes

Tm,h∆Ṗm,h = −∆Pm,h −
Pnom,h

σhfnom,h

∆fh. (3.10)
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3.3.2 Modeling of the Set of N AC Systems

Representing (3.8) and (3.10) for N AC systems in matrix form, we get

J∆ḟ = −D∆f − C⊤u+∆Pm −∆P 0
l ,

Tm∆Ṗm = −∆Pm −K∆f,

where,

C :=
[
c1 . . . cN

]
,

J := diag
((
4π2fnom,1)J1, . . . , (4π

2fnom,N)JN),

D := diag
(
D1, . . . , DN

)
,

Tm := diag
(
Tm,1, . . . , Tm,N

)
,

K := diag

(
Pnom,1

σ1fnom,1

, . . . ,
Pnom,N

σNfnom,N

)
,

and,

∆f := col(∆f1, . . . ,∆fN),

∆P 0
l := col(∆P 0

l,1, . . . ,∆P 0
l,N),

∆Pm := col(∆Pm,1, . . . ,∆Pm,N).

The state space representation of the N AC systems becomes

ẋac = Aacxac +Bacu+Bw
acwac,

with state, input, and disturbance vectors defined as

xac := col
(
∆f,∆Pm

)
, u := col

(
u1, . . . , uM

)
, wac := ∆P 0

l ,

and system matrices defined as

Aac :=

[
−J−1D J−1

−T−1
m K −T−1

m

]
,

Bac :=

[
−J−1C⊤

0

]
,

Bw
ac :=

[
−J−1

0

]
.
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3.4 Overall System Model

Augmenting the DC and AC models into a single state space representation, we get

a system of the form

ẋ = Ax+Bu+Bww,

where the augmented system state, control input, and disturbance are defined as

x := col
(
xdc, xac

)
, u := col

(
u1, . . . , uM

)
, w := col

(
wdc, wac

)
,

with system matrices defined as

A :=

[
Adc

Aac

]
,

Bw :=

[
Bw

dc

Bw
ac

]
,

B :=

[
Bdc

Bac

]
.



Chapter 4

OSS Control in MTDC Systems

In this chapter, we apply the LC-OSS control framework to MTDC systems. In

Section 4.1, we show that the LC-OSS control encompasses some of the existing

MTDC controllers proposed in the literature. In Section 4.2, we state the control

objectives to be achieved and define the convex optimization problem accordingly. In

Section 4.3 we develop the OSS controller that should drive the system to to the the

equilibrium corresponding to the optimal output which minimizes the optimization

problem defined. In Section 4.4, we provide a simplified stability analysis of the

closed-loop system.

4.1 Special Cases of LC-OSS Control in the Literature

In this section, we show that the LC-OSS control encompasses some of the existing

MTDC controllers proposed in the literature. In particular, we show that the OSS

controller recovers controllers that behave similar to the distributed power consensus

controller proposed in [37], and to the decentralized voltage controller proposed in

[38]. In addition, we study the stability of the closed-loop systems. We first start by

laying down the modeling assumptions for which the controllers in this section will

be applied to.

Assumption 4.1.1. The system is composed of one HVDC system consisting of n

nodes, each node is connected to an AC system via a VSC.

Assumption 4.1.2. The HVDC voltage and current dynamics are neglected.

Assumption 4.1.3. The HVDC system is assumed to be lossless, i.e., the net power

injected into the HVDC system should be equal to zero: 1⊤u = 0.

28
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Hence, system dynamics are governed by the continuous-time LTI state-space model

ẋ = Ax+Bu+Bww,

y = Cx+Du+Dww,
(4.1)

where the system state, control input, and disturbance are defined as

x := col
(
∆f,∆Pm

)
∈ R2n, u := ∆Pvsc ∈ Rn, w := ∆P 0

l ∈ Rn,

and system matrices are defined as

A :=

[
−J−1D J−1

−T−1
m K −T−1

m

]
, B :=

[
−J−1

0

]
, Bw :=

[
−J−1

0

]
.

The measured output variable is frequency deviation in AC systems, i.e., y := ∆f .

Therefore, C, D, and Dw are defined such that

C :=
[
I 0

]
, D = 0, Dw = 0.

It should be noted that the system (4.1) is internally exponentially stable, i.e., A is

Hurwitz. Therefore, the steady-state input-output mapping of (4.1) is

ȳ = Guū+Gww,

where the DC gain matrices of (4.1) are defined as

Gu := −CA−1B +D,

Gw := −CA−1Bw +Dw.

4.1.1 Distributed Power Consensus Control

The control law proposed in [37] is motivated by the consensus algorithm, and is

defined as a proportional-integral type controller at every VSC that requires a com-

munication graph between the network nodes. The control law for VSC h is defined

as

∆Pvsc,h =
n∑

k=1

bhk

(
α

∫
(∆fh −∆fk)dt+ β(∆fh −∆fk)

)
, (4.2)

where α, β are positive gains and the coefficients bhk model communication between

AC areas; bhk = 1 if sub-controller h receives frequency information from area k,

otherwise bhk = 0. It is assumed that the communication graph is undirected, i.e.,

bhk = bkh for all h, k = 1, . . . , n, and connected.
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Rearranging (4.2) and differentiating both sides, we get

∆Ṗvsc,h = α
( n∑

k=1

bhk(∆fh −∆fk)
)
+ β

( n∑
k=1

bhk(∆ḟh −∆ḟk)
)
. (4.3)

Denoting (4.3) in matrix format, it could be written as

∆Ṗvsc = αLc(∆f) + βLc(∆ḟ),

where Lc ∈ Sn is the Laplacian matrix of the communication graph between the AC

areas and is defined as

Lhk
c :=

{
−bhk, h ̸= k∑

k bhk, h = k.

Denoting the control law in terms of input and output variables, we get

u̇ = αLcy + βLcẏ. (4.4)

At equilibrium, we require the following conditions to hold:

Ax̄+Bū+Bww = 0,

1⊤ū = 0.

A candidate matrix N which satisfies the property range (N ) = null

[
A B

0 1⊤

]
︸ ︷︷ ︸

:=K

is

N =

−(D +K)−1Lc

K(D +K)−1Lc

Lc

 .

By substitution, one may verify that range(N ) ⊆ null (K). Furthermore, by the

construction of matrix K we know that nullity(K) = 2n− rank(K) = 2n− (n+ 1) =

n − 1. Since rank(N ) = n − 1, then rank(N ) = nullity(K) which implies that

range(N ) = null(K).

Next, we derive Gu defined such that Gu :=
[
C D

]
N = −(D +K)−1Lc.

The objective function associated to the LC-OSS controller is a quadratic convex cost
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function in y defined as

f(y) =
1

2
y⊤Fy, (4.5)

where F ∈ Sn is a positive definite matrix.

The OSS problem then converts to a stabilization problem of the below augmented

system

ẋ = Ax+Bu+Bww,

τ η̇ := G⊤
u∇f(y) = −Lc(D +K)−1Fy,

where τ > 0 is the time-scale separation time constant. Choosing F = D +K ≻ 0,

then the controller (4.6)

τ η̇ = −Lcy, (4.6a)

u = −αη + βLcy, (4.6b)

recovers a distributed consensus controller that behaves similar to that proposed in

[37]. The closed-loop system (4.1),(4.6) is stable as proved in Theorem 4.1.1.

Theorem 4.1.1. There exists β⋆ > 0 and τ ⋆ > 0 such that the closed-loop system

(4.1),(4.6) is stable for all β ∈ (0, β⋆), τ ∈ (τ ⋆,+∞), and α > 0.

Proof. We define matrix C̃ := LcC and ϵ := 1/τ such that the system (4.1) can be

written as
ẋ = Ax+Bu+Bww,

ỹ = C̃x,
(4.7)

and the controller (4.6) can be written as

η̇ = −ϵỹ,

u = −αη + βỹ.
(4.8)

The closed-loop system becomes[
ẋ

η̇

]
=

[
Ã −αB

−ϵC̃ 0

] [
x

η

]
+

[
Bw

0

]
w,

where Ã := A+ βBC̃. The expression A+ βBC̃ is a continuous function in β and is

Hurwitz for β = 0. By continuity, there exists β⋆ > 0 such that A+ βBC̃ is Hurwitz
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for all β ∈ (0, β⋆).

Next, we introduce the change of variable x̃ := x− αÃ−1Bη. The closed-loop system

becomes [
˙̃x

η̇

]
=

[
Ã+ ϵM1 ϵM2

−ϵC̃ ϵGη(0)

]
︸ ︷︷ ︸

:=A

[
x̃

η

]
+

[
Bw

0

]
w, (4.9a)

where M1 := αÃ−1BC̃, M2 := αÃ−1BC̃Ã−1B, and

Gη(0) := αG̃η(0), (4.9b)

G̃η(0) := −C̃Ã−1B = −Lc(D +K + βLc)
−1. (4.9c)

The second equality of (4.9c) is detailed in Appendix B.1.

By Theorem 2.3.4, since Ã is Hurwitz, then there exists P1 ≻ 0 such that

Q1 := Ã⊤P1 + P1Ã ≺ 0.

Moreover, since α > 0, Lc ⪰ 0, and (D +K + βLc)
−1 ≻ 0, then by Corollary 2.3.3,

σ
(
Gη(0)

)
∈ (−∞, 0] with n0

(
Gη(0)

)
= 1. Therefore, by Theorem 2.3.4 there exists

P2 ≻ 0 such that

Q2 := Gη(0)
⊤P2 + P2Gη(0) ⪯ 0.

Theorem 2.3.4 states that the system (4.9a) is stable if and ony if there exists P ≻ 0

such that

Q := A⊤P + PA ⪯ 0.

We propose the matrix P ≻ 0 such that P := blkdiag(P1, P2) and compute the matrix

Q such that:

Q =

[(
Ã⊤P1 + P1Ã

)
+ ϵ
(
M⊤

1 P1 + P1M1

)
ϵ
(
− C̃⊤P2 + P1M2

)
ϵ
(
M⊤

2 P1 − P2C̃
)

ϵ
(
Gη(0)

⊤P2 + P2Gη(0)
)]

=

[
Q1 + ϵR ϵS

ϵS⊤ ϵQ2

]
with R := M⊤

1 P1 + P1M1 and S := −C̃⊤P2 + P1M2.

To prove that the closed-loop system is stable, we need the following lemma.
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Lemma 4.1.1. Given the real symmetric block matrix M

M =

[
Q1 + ϵR ϵS

ϵS⊤ ϵQ2

]
,

where Q1 ≺ 0, Q2 ⪯ 0, and ϵ > 0, then there exists ϵ⋆ > 0 such that M ⪯ 0 for all

ϵ ∈ (0, ϵ⋆).

Proof. The expression Q1 + ϵR is a continuous function in ϵ and is negative definite

for ϵ = 0. By continuity, Q1 + ϵR ≺ 0 for sufficiently small ϵ. By Theorem 2.3.5,

M ⪯ 0 if and only if

ϵQ2 − ϵ2S⊤(Q1 + ϵR)−1S ⪯ 0,

which holds for ϵ > 0 if and only if

Q2 − ϵS⊤(Q1 + ϵR)−1S ⪯ 0.

Similarly, the expression Q2 − ϵS⊤(Q1 + ϵR)−1S is a continuous function in ϵ and

is negative semi-definite for ϵ = 0. By continuity, there exists ϵ⋆ > 0 such that

Q2 − ϵS⊤(Q1 + ϵR)−1S ⪯ 0 for all ϵ ∈ (0, ϵ⋆) which completes the proof.

Finally by applying Lemma 4.1.1 to Q, we deduce that there exists ϵ⋆ > 0 such that

Q ⪯ 0 for all ϵ ∈ (0, ϵ⋆). Hence, we have P ≻ 0 and Q ⪯ 0 that solves the Lyapunov

equation Q = A⊤P + PA for all ϵ ∈ (0, ϵ⋆) and all β ∈ (0, β⋆).

Therefore, given α > 0, there exists β⋆ > 0 and τ ⋆ > 0 such that the closed-loop

system (4.1),(4.6) is stable for all β ∈ (0, β⋆), τ ∈ (τ ⋆,+∞).

The stability of the closed-loop system proved in Theorem 4.1.1 implies that η̇(t) → 0

as t → 0 which is equivalent to the satisfying the KKT gradient condition at steady

state by driving the optimality gap to zero. Hence, the cost function (4.5) is minimized

at steady state.

4.1.2 Decentralized Voltage Control

In [37] and [38], a decentralized voltage control is applied to an MTDC network

modeled as per Assumptions 4.1.1, 4.1.2, and 4.1.3. The control law proposed in the

above papers is a proportional decentralized voltage controller defined as

vh = γ∆fh, (4.10)

where γ ∈ R is a positive constant.
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By Ohm’s law, the power injected into the HVDC network Pvsc,h for h = 1, . . . , n,

should satisfy:

Pvsc,h =
n∑

k=1

V dc
h

Rhk

(Vh − Vk), (4.11)

where,

Vh = V̄h + vh,

Pvsc,h = P̄vsc,h +∆Pvsc,h.

The linearization of (4.11) is given by

∆Pvsc,h =
P̄vsc,h

V̄h

vh +
n∑

k=1

V̄h

Rhk

(vh − vk). (4.12)

The matrix representation of (4.12) is

u = ∆Pvsc = (V̄ −1P̄ + V̄ Ldc)v,

with P̄ , V̄ , and v defined as

P̄ := diag
(
P̄vsc,1, . . . , P̄vsc,n

)
,

V̄ := diag(V̄1, . . . , V̄n),

v = col(v1, . . . , vn),

and the connected weighted Laplacian matrix of the graph describing the HVDC grid

Ldc defined as

Lhk
dc :=

{
− 1

Rhk
, h ̸= k,∑

k
1

Rhk
, h = k.

Defining the output vector y = col(∆f, u), the corresponding C, D, and Dw matrices

are given by

C =

[
I 0
0 0

]
, D =

[
0
I

]
, Dw =

[
0
0

]
.
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Similar to the derivation in the previous section, a candidate Gu is given by

Gu :=

[
−(D +K)−1Ldc

Ldc

]
.

Next, we define a cost function that minimizes vh − γ∆fh in order to achieve the

decentralized voltage controller (4.10) by driving vh to be equal to γ∆fh. A candidate

quadratic cost function is

f(v,∆f) = (v − γ∆f)⊤(v − γ∆f), (4.13)

where ∆f = col(∆f1, . . . ,∆fn).

In order to express v in terms of u, we need the following assumption:

Assumption 4.1.4. (V̄ −1P̄+V̄ Ldc) is a non-singular matrix with
∑n

i=1 P̄vsc,i/V̄
2
i ̸= 0.

Assumption 4.1.4 is a plausible assumption by the following logic. We will study the

matrix M̃ := (P̄ + V̄ LdcV̄ ) as its invertibility property is equivalent to to that of

(V̄ −1P̄ + V̄ Ldc). It is evident that V̄ LdcV̄ is positive semi-definite with null(V̄ LdcV̄ )

spanned by αV̄ −11 where α ∈ R. Moreover, since V̄ LdcV̄ is orders of magnitude

greater than P̄ , the eigenvalues of P̄ do not significantly perturb the positive eigen-

values of V̄ LdcV̄ .1 Hence, we are only concerned about the perturbation of the zero

eigenvalue of V̄ LdcV̄ . If we left and right multiply M̃ by α1⊤V̄ −1 and αV̄ −11 respec-

tively, we get

α2(1⊤V̄ −1)M̃(V̄ −11) = α21⊤V̄ −1P̄ V̄ −11 = α2

n∑
i=1

P̄vsc,i/V̄
2
i .

Assuming that
∑n

i=1 P̄vsc,i/V̄
2
i ̸= 0, then the zero eigenvalue of V̄ LdcV̄ is perturbed

away from zero and consequently M̃ does not possess zero eigenvalues. Therefore,

M̃ is non-singular matrix. In the remaining body of this section, we will adopt

Assumption 4.1.4 such that v = Mu where M := (V̄ −1P̄ + V̄ Ldc)
−1.

Hence, (4.13) can be written in terms of the output variable y as

f(y) = y⊤
[
M2 −γM⊤

−γM γ2I

]
︸ ︷︷ ︸

:=F

y. (4.14)

It should be noted that F ⪰ 0; for v ∈ R2n \ 0 such that v = col(v1, v2), v
⊤Fv =

||Mv1 − γv2||22 ≥ 0. Hence, f(y) is a convex function in y.

1By the assumption that the nominal DC voltages V̄1, . . . , V̄n are in the range of 400 kV and the nominal
VSC DC power P̄vsc,1, . . . , P̄vsc,n are in the range of 800 MW.
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Remark 4.1.1. The controllers proposed in [37] and [38] are inherently inverse-

optimal with respect to some objective. Hence, the implicitly minimized cost func-

tions (4.5) and (4.14) do not have a physical meaning.

Choosing the low-gain integral controller,

τ η̇ = −G⊤
u∇f(y) = −Ldc

[
−(D +K)−1 I

]
Fy,

u = η,
(4.15)

where τ > 0 is the time-scale separation time constant, would recover a decentralized

voltage controller that behaves similar to that proposed in [37] and [38]. It is still left

to prove that the proposed controller (4.15) stabilizes the closed-loop system.

Theorem 4.1.2. There exists τ ⋆ > 0 and γ⋆ > 0 such that the closed-loop system

(4.1),(4.15) is stable for all τ ∈ (τ ⋆,+∞) and γ ∈ (0, γ⋆).

Proof. With the feedback controller (4.15), the closed loop system is derived as

ẋ = Ax+Bη +Bww,

y = Cx+Dη.

and

η̇ = −ϵLdc

[
−(D +K)−1 I

]
Fy,

= −ϵLdc

[
−(D +K)−1 I

]
F(Cx+Dη),

= −ϵC̃x− ϵD̃η

where C̃ := Ldc

[
−Σ I

]
FC, D̃ := Ldc

[
−Σ I

]
FD, Σ := (D +K)−1, and ϵ := 1/τ .

Next, we introduce the change of variable x̃ := x + A−1Bη. The closed-loop system

becomes [
˙̃x

η̇

]
=

[
A+ ϵM1 ϵM2

−ϵC̃ ϵM3

]
︸ ︷︷ ︸

A

[
x̃

η

]
+

[
Bw

0

]
w,

where M1 := −A−1BC̃, M2 := A−1B(C̃A−1B − D̃), and M3 := C̃A−1B − D̃.

First, we derive the expression of M̂3 := C̃A−1B such that

M̂3 = C̃A−1B = −Ldc

[
−Σ I

]
F (−CA−1B)︸ ︷︷ ︸

:=G̃(0)

. (4.16)

It should be noted that G̃(0) is the dc gain matrix that maps u to col(∆f, 0) and is
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derived as G̃(0) = col(−Σ, 0). Substituting in (4.16), we get

M̂3 = −Ldc

(
(MΣ)⊤(MΣ) + γMΣ

)
.

Expanding the expression of D̃, we obtain

D̃ = Ldc

[
−Σ I

]
F
[
0 I

]⊤
= Ldc(γΣM

⊤ + γ2I).

Hence, M3 simplifies to

M3 = M̂3 − D̃ = −Ldc

(
(MΣ)⊤(MΣ) + γ(MΣ + ΣM⊤) + γ2I

)
︸ ︷︷ ︸

M

.

We know that null(MΣ) = ∅ since det(MΣ) = det(M)det(Σ) ̸= 0. Therefore,

(MΣ)⊤(MΣ) ≻ 0. Moreover, M is a continuous function in γ and is positive definite

for γ = 0. By continuity, there exists γ⋆ > 0 such that M ≻ 0 for all γ ∈ (0, γ⋆). By

Corollary 2.3.3, σ(M3) ∈ (−∞, 0] with n0(M3) = 1.

By Theorem 2.3.4:

• since A is Hurwitz, then there exists P1 ≻ 0 such that Q1 := A⊤P1 + P1A ≺ 0,

and

• since σ(M3) ∈ (−∞, 0] with n0(M3) = 1, then there exists P2 ≻ 0 such that

Q2 := M⊤
3 P2 + P2M3 ⪯ 0.

The remainder of the proof follows similar to that of Theorem 4.1.1.

The stability of the closed-loop system proved in Theorem 4.1.2 implies that η̇(t) →
0 as t → 0 which is equivalent to the satisfying the KKT gradient condition at

steady state by driving the optimality gap to zero. Hence, the cost function (4.13) is

minimized at steady state and the decentralized controller (4.10) is recovered by the

OSS framework.

4.2 OSS Problem Formulation

In this section, we define the convex optimization problem that the LC-OSS should

minimize. Conside the problem

minimize
ȳ

f(ȳ) (4.17a)

subject to ȳ = Guū+Gww, (4.17b)

Hȳ ≤ h, (4.17c)
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where f(ȳ) is a convex objective function to be minimized. The constraint (4.17b)

is the steady-state constraint imposed by the dynamic system where Gu and Gw are

the DC gain matrices of the system, and (4.17c) represents the set of soft engineering

inequality constraints determined by H and h.

We need to define the convex optimization problem (4.17) such that it achieves the

following control objectives:

1. minimize the total power loss in HVDC systems,

2. minimize the frequency deviation in AC systems subject to unmeasured distur-

bance (load/generation changes), and

3. set upper and lower limits on HVDC link currents.

Remark 4.2.1. The identified control objectives cannot be met all at once; the closer

we are to achieving one objective, the further we are from achieving the other one.

The measured outputs needed for achieving the above objectives are the HVDC line

currents iL and AC systems’ frequency ∆f which are defined as

iL := col
(
iL,1, . . . , iL,M

)
,

∆f := col
(
∆f1, . . . ,∆fN

)
.

With the measured output signal y to be defined as y = col(iL,∆f), the cost function

f(y) is given by

f(y) := αpfp(y) + αfff(y) + αifi(y), (4.18)

where fp(y) is a penalty function on the total power loss in the HVDC systems, ff(y)

is a penalty function on frequency variations in AC systems, and fi(y) is a penalty

function on HVDC currents violations enforcing the soft inequality constraints (4.17c).

The constants αp, αf , and αi ∈ R are positive scaling coefficients.

Remark 4.2.2. It is derived in Appendix B.2 that 1⊤ul = 0 for l = 1, . . . ,M , i.e, the

sum of power injected through the VSCs into each HVDC system should be equal to

zero. This implies that the model neglects the power loss in the HVDC system. This

property is a direct consequence of Assumption 3.2.2.

Although the system’s model neglects the power loss in HVDC systems as per Remark

4.2.2, the cost function penalizes physical power loss in these systems with fp(y). The
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power loss in a single line i in HVDC system l is given by

P i
loss,l = Ri

l(I
i
L,l)

2

= Ri
l(I

i

L,l + iiL,l)
2

= Ri
l(I

i

L,l)
2︸ ︷︷ ︸

:=P̄ i
loss,l

+2Ri
lI

i

L,li
i
L,l +Ri

l(i
i
L,l)

2︸ ︷︷ ︸
:=∆P i

loss,l

,

where steady state variables are marked with a bar.

Then, the variation of the total power loss in HVDC system l is

∆Ploss,l = i⊤L,lRliL,l +m⊤
l iL,l,

where ml := 2RlIL,l.

Finally, the total variation in power loss in all HVDC systems l = 1, . . . ,M is ex-

pressed as

∆Ploss = i⊤LMpiL +m⊤iL,

where Mp = blkdiag(R1, . . . , RM) and m = col(m1, . . . ,mM).

Hence, the penalty function on the total power loss fp(y) is defined as

fp(y) := i⊤LMpiL +m⊤iL.

Next, we define a quadratic cost function on frequency variations in AC systems ff(y)

such that

ff(y) := ∆f⊤Mf∆f,

where Mf is a diagonal cost matrix.

Finally, we require the DC line currents to satisfy the following set of inequality

constraints for k = 1, . . . ,mdc,l and l = 1, . . . ,M :

ĪkL,l + ikL,l ≥ Imin
L,l , (4.19a)

ĪkL,l + ikL,l ≤ Imax
L,l , (4.19b)

where Imin
L,l and Imax

L,l are the minimum and maximum acceptable current limits for

lines of HVDC system l.

One approximate way to enforce the soft inequality constraints (4.19) is by defining



Chapter 4. OSS Control in MTDC Systems 40

fi(y) such that

fi(y) := P (iL) :=
M∑
l=1

(
mdc,l∑
k=1

max
(
0, Imin

L,l − (ĪkL,l + ikL,l), (Ī
k
L,l + ikL,l)− Imax

L,l

)2)
.

4.3 LC-OSS HVDC Controller

In this section, we develop the OSS controller that will drive the system to the

equilibrium (x̄, ū) corresponding to the optimal point ȳ⋆ of the problem (4.17). As

derived in Appendix B.2, the steady state DC voltage and current for HVDC system

l are given by

vdc,l =
1

V nom
dc,l

L†
dc,l

[
Ipl
0

]
ul + βl1 + ṽdc,l, (4.20a)

iL,l = R−1
l F⊤

dc,l

( 1

V nom
dc,l

L†
dc,l

[
Ipl
0

]
ul + βl1

)
+ ĩL,l, (4.20b)

where Ldc,l for l = 1, . . . ,M is the weighted Laplacian matrix of the graph describing

HVDC grid l which is defined as Ldc,l := Fdc,lR
−1
l F⊤

dc,l, and ṽdc,l and βl ∈ R is a

free variable. The vectors ṽdc,l and ĩL,l are constant disturbance vectors due to the

constant DC disturbance wdc.

Hence, according to (4.20b), iL can be written as:

iL = K̂ū+ îL,

where îL and K̂ are given by

îL := col
(
(β1R

−1
1 F⊤

dc,11 + ĩL,1), . . . , (βMR−1
M F⊤

dc,M1 + ĩL,M)
)
,

K̂ := blkdiag

(
1

V nom
dc,1

R−1
1 F⊤

dc,1L
†
dc,1

[
Ip1
0

]
, . . . ,

1

V nom
dc,M

R−1
M F⊤

dc,ML†
dc,M

[
IpM
0

])
.

We define the gain matrix Ĝf that maps the steady state input ū to the steady state

frequency deviation ∆f̄ such that:

∆f̄ = Ĝf ū+∆f̂ ,

Ĝf := −CacA
−1
ac Bac +Dac,

where ∆f̂ is the steady state frequency deviation imposed by the constant disturbance

wac. Matrices Cac and Dac are defined such that the measured AC output variable is

∆f .
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With y defined as y = col(iL,∆f), the dc gain matrix Gu is represented by

Gu :=

[
K̂

Ĝf

]
,

such that

ȳ = Guū+ ŷ, (4.21)

where ŷ is a constant disturbance vector.

By Remark 4.2.2, we have pl − 1 independent control inputs for each of the HVDC

systems. Hence, for each of the HVDC systems, the first pl − 1 control inputs will be

controlled independently with pthl control input being the negative sum of remaining

inputs which insures zero net power injected into the HVDC system.

Algebraically, we define ūc ∈ Rp−M , where p :=
∑M

l=1 pl, to be the first pl − 1 inde-

pendently controlled inputs such that

ū := Sūc,

where S ∈ Rp×(p−M) is the matrix that ensures power balance in each HVDC system.

Matrix S is defined such that the pthl control input of HVDC system l is the negative

sum of the independent control inputs and is given by

S := blkdiag(S1, . . . , SM)

Sl :=

[
Ipl−1

−1⊤
pl−1

]
, l = 1, . . . ,M.

Therefore, (4.21) becomes ȳ = (GuS)ūc + ŷ.

Transforming the above optimization problem to a stabilization problem via the LC-

OSS framework, we get the controller

τ η̇ = −(GuS)
⊤∇f(ȳ), (4.22a)

ūc = η, (4.22b)

ū = Sūc. (4.22c)



Chapter 4. OSS Control in MTDC Systems 42

The gradient of the proposed cost function is given by

∇f(y) = col

(
∂f(y)

∂iL
,
∂f(y)

∂∆f

)
= My + col

(
αpm+∇P (iL), 0nac

)
,

where M := blkdiag(2αpMp, 2αfMf) and the gradient of the current violation penalty

function ∇P (iL) is defined as

∇P (iL) := αi

(
col
(
∇P (iL,1), . . . ,∇P (iL,M)

))
,

such that ∇P (iL,l) for l = 1, . . . ,M is defined as

∇P (iL,l) := col

(
∂P (iL)

∂i1L,l
, . . . ,

∂P (iL)

∂i
mdc,l

L,l

)
,

and ∂P (iL)

∂ikL,l
for k = 1, . . . ,mdc,l is defined as

∂P (iL)

∂ikL,l
:=


2
(
ikL,l − (Imin

L − ĪkL,l)
)
, ikL,l ∈

(
−∞, (Imin

L − ĪkL,l)
)
,

0, ikL,l ∈
[
(Imin

L − ĪkL,l), (I
max
L − ĪkL,l)

]
,

2
(
ikL,l − (Imax

L − ĪkL,l)
)
, ikL,l ∈

(
(Imax

L − ĪkL,l),+∞
)
.

4.4 Stability Analysis of the Proposed Controller

The block diagram of the controller is represented in Figure 4.1.
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Figure 4.1: Block diagram of the MTDC-OSS controller

The intuition behind the controller design is as follows: the OSS controller dispatches

power transfer commands to the VSCs before the governors of the AC systems take

action. By that, the governors now respond to a power load variation that has been

reduced/adjusted by the faster OSS control resulting in primary frequency reserve

sharing between AC systems in addition to other set of objectives to be simultaneously

met as identified in the previous section.

It should be noted that our system model can be divided onto three time scales:

1. a fast time scale for the HVDC voltage and current dynamics,

2. a slower time scale for the frequency and controller dynamics, and

3. a slow time time scale for the governor dynamics responding to power load

variation in AC systems.

Since the HVDC systems’ dynamics are orders of magnitude faster than that of the

frequency and controller dynamics, the power transferred by the VSCs and injected

into the HVDC systems changes very slowly as compared to the fast DC dynamics.

Hence, the OSS controller output u is seen as a constant disturbance by the HVDC
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systems and the internal stability of the HVDC systems is not affected by the OSS

controller. Therefore, this section does not study the effect of the OSS controller on

the stability of the HVDC systems. Moreover, the dynamics of the governor control

is approximately 10 times slower than AC systems’ frequency, therefore, the output

of the governor control ∆Pm is seen as a constant disturbance by the AC systems

which does not affect its internal stability.

By the notion of time-scale separation described above, proving that the OSS con-

troller preserves the stability of the AC systems is equivalent to proving that the

whole system is stable. In this section we present a simplified stability analysis of

the inner closed-loop system described by the swing equation of the AC systems and

the OSS controller as highlighted in the dotted frame in Figure 4.1. We simplify the

stability analysis by dropping the cost function components αifi(y) and αpfp(y) such

that f(y) = αfff(y). The block diagram of the system for which we will analyze its

stability is represented in Figure 4.2.

Figure 4.2: Block diagram of inner loop

The closed-loop system of the inner loop is given by[
ẋ

η̇

]
=

[
A BS

−ϵ(GuS)
⊤M̃f 0

]
︸ ︷︷ ︸

ACL

[
x

η

]
+

[
Bw

0

]
︸ ︷︷ ︸
Bw

CL

w (4.23)

where ϵ := 1/τ and

A := −J−1D,

B := −J−1C⊤,

Bw := J−1,

M̃f := 2αfMf ,

x := ∆f,

w := ∆Pm −∆P 0
l .
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The DC gain matrix of the swing equation, Gu, is defined such that Gu = −CA−1B =

−(I)(−J−1D)−1(−J−1C⊤) = −D−1C⊤.

For the stability of the closed-loop system in Figure 4.2, we prove the following

theorem.

Theorem 4.4.1. There exists ϵ⋆ > 0 such that the closed-loop system (4.23) is expo-

nentially stable for all ϵ ∈ (0, ϵ⋆).

Proof. With C̃ := S⊤CD−1M̃f and B̃ := BS the closed-loop system can be written as[
ẋ

η̇

]
=

[
A B̃

ϵC̃ 0

] [
x

η

]
+Bw

CLw

Next, we introduce the change of variable x̃ := x + A−1B̃η. The closed-loop system

becomes [
˙̃x

η̇

]
=

[
A+ ϵM1 ϵM2

ϵC̃ ϵM3

]
︸ ︷︷ ︸

:=A

[
x̃

η

]
+Bw

CLw,

where M1, M2, and M3 are derived such that

M1 := A−1B̃C̃, (4.24a)

M2 := −A−1B̃C̃A−1B̃, (4.24b)

M3 := −C̃A−1B̃. (4.24c)

Substituting the expressions of A, B̃, and C̃ in (4.24c), we get:

M3 = −C̃A−1B̃

= −(S⊤CD−1M̃f)(−J−1D)−1(−J−1C⊤S)

= −
(
D−1C⊤S

)⊤
M̃f

(
D−1C⊤S

)
⪯ 0

In order to obtain a closed-loop system that is exponentially stable, we require the

following assumption on the topology of the interconnection between the HVDC and

AC systems.

Assumption 4.4.1. The interconnection between the HVDC systems and AC sys-

tems, i.e., the choice of C, is assumed to give rank(C⊤S) = N .

A sufficient connectivity condition for satisfying Assumption 4.4.1 is when we restrict

the AC systems to be connected to only one HVDC system, i.e., an AC system cannot
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be connected to multiple HVDC systems.

By Assumption 4.4.1, we get that rank(D−1C⊤S) = rank(C⊤S) = N . Consequently,

null(D−1C⊤S) = ∅ and M3 ≺ 0.

Now, applying Lyapunov arguments to A and M3, we get by Theorem 2.3.4 the

following:

• since A is Hurwitz, then there exists P1 ≻ 0 such that Q1 := A⊤P1 + P1A ≺ 0,

and

• sinceM3 is Hurwitz, then there exists P2 ≻ 0 such that Q2 := M⊤
3 P2+P2M3 ≺ 0.

The remainder of the proof follows similar to that of Theorem 4.1.1 with one differ-

ence: Q ≺ 0 which implies that the inner loop is exponentially stable.

Remark 4.4.1. It should be noted that the inner loop would be stable if we release

Assumption 4.4.1 such that rank(C⊤S) = N − 1, however, further analysis on the

effect of the governor control on the zero eigenvalue is required for the stability of the

full system.
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Simulation Results

In this chapter, we apply the controller (4.22) on an MTDC test system comprising

of two HVDC systems connecting six AC systems. In Section 5.1, we introduce

the overall test system topology, parameters, and operating point. In Section 5.2,

we consider three different tunings of the controller to illustrate the options and

flexibility inherent in the control scheme. In Section 5.3, we evaluate the controller’s

performance based on a time-domain simulation in Matlab/Simulink environment

in response to power load variations in four of the AC systems. Simulation results

verify theoretical expectations as the controller is able to drive the system to the

equilibrium corresponding to the optimizer of the different optimization problems

applied.

5.1 Test System

The test system is comprised of eight interconnected systems; two HVDC systems

and six AC systems as depicted in Figure 5.1. For both HVDC test systems, four

VSC nodes connect DC to AC terminals.

47
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Figure 5.1: Topology of the Overall Test System

It is assumed that the operating point of the MTDC system is determined by sched-

uled power transfer between the AC and DC systems as summarized in Table 5.1.

h P̄dc,h (MW)

1 604.00

2 −993.98

3 −557.47

4 402.27

5 441.23

6 −75.58

Table 5.1: Scheduled power transfer between AC systems

The nominal voltage of the HVDC system is 400 kV; that is V nom
dc,l = 400 × 103.

Tables 5.2 and 5.3 summarize the operating point bus voltages and line currents of

the HVDC test systems corresponding to the scheduled power transfer between AC

systems.
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Bus k V̄ k
dc,1 (kV) V̄ k

dc,2 (kV)

1 397.28 398.19

2 402.67 401.12

3 402.27 402.79

4 398.37 398.92

5 397.98 398.66

6 402.47 401.91

7 398.95 399.39

Table 5.2: Operating point bus voltage in HVDC test systems

Line k ĪkL,1 (kA) ĪkL,2 (kA)

1 1.30 1.40

2 −0.10 0.20

3 −1.40 −1.30

4 −1.00 −1.20

5 1.40 1.20

6 0.40 −0.10

Table 5.3: Operating point link currents of HVDC test systems

Table 5.4 summarizes the operating point power injected P̄ k
inj,l into the HVDC test

systems at each bus. It should be noted that P̄ k
inj,l = P̄ k

vsc,l for k = 1, . . . , 4. The

power injected at the remaining buses P̄ k
inj,l for k ∈ {5, 6, 7} represent the DC power

supplied or demanded by DC sources or loads respectively.

Bus k P̄ k
inj,1 (MW) P̄ k

inj,2 (MW)

1 −516.5 −557.5

2 604.0 441.2

3 402.3 482.1

4 −557.7 −477.5

5 −159.2 40.0

6 1, 046.4 1, 125.4

7 −797.9 −1, 038.4

Table 5.4: Operating point power injected into the HVDC test systems at each bus

5.1.1 HVDC Test Systems Parameters

We consider two (M = 2) HVDC test systems comprising of seven buses, ndc,1 =

ndc,2 = 7, and six lines, mdc,1 = mdc,2 = 6 , as depicted in Figure 5.2. Each HVDC

system has four VSC buses connecting AC and DC terminals, i.e., p1 = p2 = 4.
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(a) HVDC test system 1 (b) HVDC test system 2

Figure 5.2: Topology of HVDC test systems

Each converter DC-side capacitor is 120 µF, i.e., Ci
dc,1 = Ci

dc,2 = 120 µF for i ∈
{1, 2, 3, 4} and Ci

dc,1 = Ci
dc,2 = 0 F for i ∈ {5, 6, 7} [39]. The Π-link parameters and

lengths for DC lines in both systems are summarized in the below tables [40].

Line Parameter R (Ω/km) L (mH/km) CΠ (µF/km)

Value 0.0133 0.8273 0.0139

Table 5.5: Grid line parameters of HVDC test systems

Line Number System 1 (km) System 2 (km)

1 300 200

2 150 300

3 200 100

4 250 150

5 220 250

6 180 200

Table 5.6: Grid line lengths of HVDC test systems

5.1.2 AC Test Systems Parameters

For the AC test systems, the below table summarizes the parameters of the aggregated

generator representing each of the AC test systems:
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Parameter System 1 System 2 System 3 System 4 System 5 System 6 Unit

Jh 23,120 22,300 21,520 22,340 24,230 23,720 kg.m2

Dg,h 446.45 445.78 450.7 449.9 448.43 445.97 W.s2

Tm,h 1.5 2.0 2.5 2.0 1.5 2.5 s

σh 0.02 0.02 0.02 0.02 0.02 0.02 /

Dl,h 0.1 0.05 0.06 0.1 0.1 0.08 s

Pnom,h 2,000 2,000 2,000 2,000 2,000 2,000 MW

Table 5.7: Parameters of AC test systems

Parameter System 1 System 2 System 3 System 4 System 5 System 6 Unit

fnom,h 50 50 50 50 50 50 Hz

P̄ 0
m,h 2,000 2,000 2,000 2,000 2,000 2,000 MW

P̄ 0
l,h 1,396 2,994 2,557 1,598 1,559 2,076 MW

Table 5.8: Operating point values of AC test systems

The AC system parameters summarized in Tables 5.7 and 5.8 do not represent real

physical systems/models. Parameters are chosen such that they give logical and

physically accepted frequency and mechanical power wave-forms upon simulation.

The parameter values are taken from [37] and adjusted to increase the size of the AC

systems while maintaining comparable Dh/Jh ratios to that of the test systems in

[37]. This will result in obtaining similar transient and steady-state characteristics of

the system variables in response to power load disturbance as verified in the dashed

wave-forms in Figures 5.3 and 5.9.

5.2 Cost Function Parameters

Consider the cost function (4.18). We define Mf such that the marginal cost of

frequency deviation per unit Hz of systems 2, 3, and 6 is 1.5 times higher than

that of systems 1 and 5, and that of 4 is twice that of system 1 such that Mf =

diag(1, 1.5, 1.5, 2, 1, 1.5)1. We tune τ such that the LC-OSS controller responds to

power load variations faster than the governors with τ = 5 s/MW2.

We consider three different tunings of the same controller (4.22) to illustrate the

options and flexibility inherent in the OSS control framework by adjusting the values

of αp, αf , and αi. The tuple (αp,i, αf,i, αi,i) defines the cost function fi(y) for i ∈
{1, 2, 3}. Table 5.9 summarizes the different tunings of (αp,i, αf,i, αi,i).

1The elements of Mf are unit-less as the unit is incorporated in αf as stated in Table 5.9
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i αp,i (1/W
2) αf,i (1/Hz

2) αi,i (1/A
2)

1 10−2 2× 107 0

2 5× 10−2 107 0

3 5× 10−2 107 15

Table 5.9: Parameters of cost functions f1(y), f2(y), and f3(y)

The cost functions associated to the three tunings are defined as follows:

1. The first cost function f1(y) sets high penalty cost on frequency deviation of

AC systems. The OSS controller associated to f1(y) is expected to result in the

least frequency deviation among the three controllers.

2. The second cost function f2(y) sets high penalty on power loss in HVDC systems.

The OSS controller associated to f2(y) is expected to compromise frequency

deviation with reduced power loss in HVDC systems.

3. The third cost function f3(y) sets high penalty on power loss in HVDC systems

while enforcing the soft inequality constraint on current limits. The OSS con-

troller associated to f3(y) is expected to behave similar to that associated to

f2(y) with some of the DC link currents hitting saturation.

Remark 5.2.1. Although the current limit capacity of the chosen DC lines is ±3 kA

[40], we will artificially lower the current limit capacity of the DC lines to ±1.5 kA

to activate the controller associated to f3(y) such that Imin
L,l = Imin

L = −1.5 kA and

Imax
L,l = Imax

L = 1.5 kA for l ∈ {1, 2}.

5.3 Results

It is assumed that the systems are operating at their respective operating point as in

Tables 5.3 and 5.8. Table 5.10 summarizes the power load disturbance ∆Pl,h(t) for

h ∈ {2, 3, 4, 6} imposed on AC systems 2, 3, 4, and 6.

Load change in AC System h wac,h = ∆P 0
l,h (MW)

2.0% decrease in P 0
l,2 −60

2.0% increase in P 0
l,3 50

1.9% increase in P 0
l,4 30

3.4% increase in P 0
l,6 70

Table 5.10: AC systems’ load power disturbance

Figure 5.3 shows the frequency deviation of the AC systems with and without im-

plementing the controllers. The overall frequency deviation in the disturbed AC
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systems has been reduced with all three controllers. This is due to the distribution

of the burden of power load imbalance over all AC systems. Systems 1 and 5, which

are originally undisturbed, now witness disturbance transferred from the remaining

systems through the HVDC systems. The frequency deviation is most reduced with

controller 1 as it allocates double the weight on frequency deviation as compared to

that of controllers 2 and 3. In addition, controllers 2 and 3 allocate higher weight on

power loss in HVDC systems which further reduces the capability of the controller to

minimize frequency deviation.

Figure 5.3: ∆f of AC Systems

No controller OSS with f1(y) OSS with f2(y) OSS with f3(y)

The power transferred by each of the VSC’s in HVDC systems 1 and 2 is shown in

Figure 5.5. It can be evidently seen that the OSS controller dispatches power transfer

commands to the VSCs before the governors of the AC systems take action (See

Figure 5.9). Hence, governors now respond to a power load variation that has been

adjusted by the faster OSS control.
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(a) HVDC system 1

(b) HVDC system 2

Figure 5.5: ∆Pvsc of the HVDC systems

OSS with f1(y) OSS with f2(y) OSS with f3(y)
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Figure 5.7 demonstrates the adjusted power load imbalance ŵac := wac + ∆Pdc that

the governor of each of the AC systems should mitigate. The power load imbalance

of systems 2, 3, 4, and 6 is reduced transferring some of the power load imbalance to

the undisturbed systems 1 and 5.

Figure 5.7: Adjusted power load disturbance in AC systems

No controller OSS with f1(y) OSS with f2(y) OSS with f3(y)

All three controllers are achieving distribution of primary frequency reserves between

AC systems as the burden of power load imbalance in systems 2, 3, 4, and 6 is

now shared between all systems including the undisturbed systems 1 and 5. As a

result, less reserve power is required to be supplied by the governors, and this can be

evidently seen in Figure 5.9.
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Figure 5.9: ∆Pm of AC Systems

No controller OSS with f1(y) OSS with f2(y) OSS with f3(y)

Since αp is 5 times greater in controllers 2 and 3 than in controller 1, reduction

in power loss in HVDC systems with controllers 2 and 3 is greater than that with

controller 1 as seen in Figure 5.11.
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Figure 5.11: ∆Ploss of HVDC systems 1 and 2

OSS with f1(y) OSS with f2(y) OSS with f3(y)

Finally, since we enforce stricter inequality constraints on the current limits with a

greater αi in controller 3, we notice current saturation in some of the HVDC lines.

In HVDC system 1, current in line 3 saturates at −100 A, i.e., i3L,1 saturates at

Imin
L − Ī3L,1 = −1.5−(−1.4) = −0.1 kA. In HVDC system 2, current in line 3 saturates

at −200 A, i.e., i3L,2 saturates at Imin
L − Ī3L,2 = −1.5− (−1.3) = −0.2 kA.
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Figure 5.13: iL,1 of HVDC system 1

OSS with f1(y) OSS with f2(y) OSS with f3(y) Current limit
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Figure 5.15: iL,2 of HVDC system 2

OSS with f1(y) OSS with f2(y) OSS with f3(y) Current limit



Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this thesis we adopt the linear-convex optimal steady state control framework to

control multi terminal high-voltage DC systems.

There are three major components in this thesis. We first prove that the LC-OSS

control encompasses some of the existing MTDC controllers in the literature. We

recover two different MTDC controllers; a distributed power consensus controller and

a decentralized voltage controller. For each of the controllers recovered, we provide a

stability analysis of the closed-loop system.

In the second component, we adopt the LC-OSS framework to develop an output

feedback controller for an MTDC system. We propose a dynamic controller which

drives the AC systems to collectively respond to power load variation happening in

some of them while minimizing DC losses and maintaining DC line currents within

acceptable limits. We also provide a stability analysis of the system closed by a

simplified version of the controller.

In the last component, we apply the proposed controller to an MTDC test system.

The controller’s performance is evaluated based on a time-domain simulation inMat-

lab/Simulink environment. We verify that the controller is able to drive the MTDC

test system to the optimal operating point which meets the control objectives.

6.2 Future Work

Immediate future research directions complementing the work of this thesis are as

follows:

• Stability Analysis: Although the numerical results verify that the proposed

feedback controller stabilizes the closed-loop system for the convex cost func-
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tion (4.18), the stability analysis conducted in Chapter 4 drops the inequality

enforcing and power loss cost functions. A future research direction is to prove

the stability of the closed system including all components of (4.18). This will

require nonlinear control theory tools. Another future research direction is to

prove stability of the system by dropping Assumption 4.4.1; that is for the cases

whereby rank(C⊤S) < N .

• Modeling and Control: In this thesis, we adopt a linearized state-space model

of the HVDC system by Assumption 3.2.2. A future research area to be in-

vestigated is releasing this assumption and applying the general nonlinear OSS

framework [41]. Furthermore, the current controller set-up assumes no satura-

tion limits on the power transferred via VSCs which could potentially lead to

physically unacceptable control commands dispatched by the OSS controller to

the VSCs. A future research direction is applying constraints on VSCs.

• Testing: The numerical analysis performed in this thesis is based on the time-

domain simulation of an LTI state-space model on Matlab/Simulink. Fur-

ther testing can be applied on more sophisticated simulation platforms such as

PSCAD to fully capture all system dynamics. The testing can also be applied

on standard AC test systems.
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Chapter 3 Supplements

A.1 Linearization of the AC System Model

Consider the non-linear differential equation governing the electro-mechanical dynam-

ics of AC system h in (3.6a) and (3.6c) which is given by

Jhḟh =
Pm,h − P 0

l,h

(
1 +Dl,h(fh − fnom,h)

)
− Pdc,h

4π2fh
−Dg,h(fh − fnom,h). (A.1)

Let xgen represent the state vector and ugen the input vector of (A.1) such that

xgen := col(fh, Pm,h),

ugen := col(Pdc,h, P
0
m,h, P

0
l,h).

We denote the right-hand-side of (A.1) by h(xgen, ugen) such that

h(xgen, ugen) :=
Pm,h − P 0

l,h

(
1 +Dl,h(fh − fnom,h)

)
− Pdc,h

4π2fh
−Dg,h(fh − fnom,h).

Let (x̄gen, ūgen) represent an equilibrium operating point of the system (3.6) such

that

x̄gen := col(f̄h, P̄m,h),

ūgen := col(P̄dc,h, P̄
0
m,h, P̄

0
l,h),

whereby the components of (x̄gen, ūgen) are derived in Section 3.3.

A linearized equivalent of (A.1) around the defined operating point can be obtained
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by:

Jh∆ḟh =
∂h(x̄gen, ūgen)

∂fh
∆fh︸ ︷︷ ︸

(1)

+
∂h(x̄gen, ūgen)

∂Pm,h

∆Pm,h︸ ︷︷ ︸
(2)

+
∂h(x̄gen, ūgen)

∂Pdc,h

∆Pdc,h︸ ︷︷ ︸
(3)

+
∂h(x̄gen, ūgen)

∂P 0
m,h

∆P 0
m,h︸ ︷︷ ︸

(4)

+
∂h(x̄gen, ūgen)

∂P 0
l,h

∆P 0
l,h︸ ︷︷ ︸

(5)

,

where deviation state variables (∆fh,∆Pm,h), and deviation input variables

(∆Pdc,h,∆P 0
m,h,∆P 0

l,h) are defined in Section 3.3.

Deriving the expressions of (1)-(5), we get

(1) =

=0︷ ︸︸ ︷
P̄m,h − P̄ 0

l,h − P̄dc,h

4π2f̄ 2
h

∆fh +

(
−Dg,h −

P̄ 0
l,hDl,h

4π2f̄h

)
∆fh = −

(
Dg,h +

P̄ 0
l,hDl,h

4π2fnom,h

)
∆fh,

(2) =
∆Pm,h

4π2f̄h
=

∆Pm,h

4π2fnom,h

,

(3) =
−∆Pdc,h

4π2f̄h
=

−∆Pdc,h

4π2fnom,h

,

(4) =
∂h(x̄gen, ūgen)

∂P 0
l,h

∆P 0
m,h︸ ︷︷ ︸

=0

= 0,

(5) =
−
(
1 +Dl,h(f̄h − fnom,h)

)
4π2f̄h

∆P 0
l,h =

−
(
1 +Dl,h(fnom,h − fnom,h)

)
4π2fnom,h

∆P 0
l,h =

−∆P 0
l,h

4π2fnom,h

.

Substituting, we get a linearized version of the swing equation of (A.1) such that

Jh∆ḟh =
∆Pm,h −∆P 0

l,h −∆Pdc,h

4π2fnom,h

−

(
Dg,h +

P̄ 0
l,hDl,h

4π2fnom,h

)
∆fh.
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Chapter 4 Supplements

B.1 Derivation of the expression of G̃η(0)

From section 4.1.1, G̃η(0) = −C̃Ã−1B is defined to be the DC gain matrix of system

β, which is the system (4.7) closed by the proportional controller u = βỹ as depicted

in figure B.1.

Figure B.1: Block diagram of the system (4.7)-(4.8)
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Ignoring the disturbance w, the state-space model of system β is given by[
∆ḟ

∆Ṗm

]
=

[
−J−1D − βJ−1Lc J−1

−T−1
m K −T−1

m

]
︸ ︷︷ ︸

Ã=A+βBC̃

[
∆f

∆Pm

]
+

[
−J−1

0

]
ũ.

At steady state, ∆ḟ = 0 and ∆Ṗm = 0 which results in

∆P̄m = −K∆f,

∆f̄ = −(D +K + βLc)
−1 ¯̃u.

Therefore, the steady state mapping that maps ũ to ỹ is given by

¯̃y = Lc∆f̄ = −Lc(D +K + βLc)
−1︸ ︷︷ ︸

G̃η(0)

¯̃u.

B.2 System Steady State Derivation

In this section, we derive the expressions of the steady state DC voltages and link

currents corresponding to HVDC system l. Consider the equilibrium equation[
0 −C−1

l Fdc,l

L−1
l F⊤

dc,l −L−1
l Rl

] [
vdc,l
iL,l

]
+

[
1

V nom
dc,l

C−1
pl

0

]
ul = 0. (B.1)

We left multiply the first ndc,l rows by Cl and the last mdc,l rows by Ll to obtain

−Fdc,liL,l +

[
1

V nom
dc,l

ul,

0

]
= 0 (B.2)

F⊤
dc,lvdc,l −RliL,l = 0. (B.3)

Left multiply (B.2) by 1⊤, we deduce that 1⊤ul = 0. This applies for all the M

HVDC networks, hence 1⊤u1 = . . . = 1⊤uM = 0, which implies that 1⊤u = 0.

From (B.3), iL,l can be written as

iL,l = R−1
l F⊤

dc,lvdc,l.
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Substituting back in (B.2), we get

−Ldc,lvdc,l +

[
1

V nom
dc,l

ul

0

]
= 0,

where Ldc,l for l = 1, . . . ,M is the weighted Laplacian matrix of the graph describing

HVDC grid l which is defined as Ldc,l := Fdc,lR
−1
l F⊤

dc,l.

Therefore, vdc,l and iL,l are given by:

vdc,l =
1

V nom
dc,l

L†
dc,l

[
Ipl
0

]
ul + βl1,

iL,l = R−1
l F⊤

dc,l

( 1

V nom
dc,l

L†
dc,l

[
Ipl
0

]
ul + βl1

)
.

where, for l = 1, . . . ,M , βl ∈ R is a free variable.
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