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Abstract

We study the solution of the output feedback tracking
problem for incompletely observable nonlinear systems.
We show that if there exists a practical internal model,
i.e., a compensator yielding suitable observability prop-
erties in the closed-loop system, one can find an output
feedback controller achieving arbitrarily small asymp-
totic tracking error.

1 Introduction

The asymptotic tracking problem entails making a non-
linear system asymptotically track a desired reference
trajectory while guaranteeing boundedness of all the in-
ternal variables. In its general formulation, even when
the state of the plant is known, the tracking problem
is considerably more difficult than that of stabilization.
For systems in output feedback form the global solution
of this problem via output feedback is well-known (see
[1]) while, for nonminimum-phase systems, achieving
asymptotic tracking is considered to be a challenging
problem even in the state feedback case. This is due
to the fact that input-output linearization techniques
do not guarantee that the internal dynamics are stable
and hence control techniques based on the Hirshcorn
left-inverse of the system cannot be employed. One
approach to overcome this problem, introduced in [2]
by Devasia et al., involves calculating a stable inverse
of the plant, i.e., bounded state and input trajectories
yielding the desired output trajectory. Such an inverse
is found as the solution of an integral equation which
can be calculated iteratively by means of a Picard-like
iteration. The stable inverse so obtained is employed as
a feedforward term in a regulation scheme and, being in
general non-causal, it may require pre-actuation. The
other major approach to solving tracking problems is
the theory of output regulation (also referred to as the
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servomechanism theory, see [3]), originally introduced
by Davison, Francis, and Wonham in [3, 4] for linear
systems, and extended to nonlinear systems by Isidori
and Byrnes in [5]. The error feedback output regula-
tion problem entails finding a dynamic controller that
makes the output track a reference trajectory and re-
ject a time-varying disturbance, both of which are gen-
erated by a neutrally stable exosystem, by using only
the feedback given by the tracking error. While the
stable inversion approach requires perfect knowledge
of the entire reference trajectory as well as the model
of the plant, and hence it is inherently non-robust, the
output regulation approach is robust but it restricts
the class of reference trajectories to be tracked.

This paper aims at providing a unifying framework for
output tracking by output feedback. In particular, we
seek a solution of the output feedback tracking problem
when the reference trajectory is not necessarily gener-
ated by an exosystem, and no disturbance acts on the
plant. The main contribution here is to replace the
internal model (which, in this general setting, is not
available) by a practical internal model, i.e., a com-
pensator yielding suitable observability properties, and
using two observers to estimate the feedforward term
and the state of the system on-line. These estimates
are then employed by the controller to perform track-
ing. Hence, similar to the output regulation theory, and
unlike the stable inversion approach, the knowledge of
the feedforward term and the state of the plant is not
needed. Moreover, the choice of the practical internal
model is not dictated by the nature of the exosystem,
but it is rather a consequence of the observability prop-
erties of the plant.

The key result is given in one theorem. It is shown
(Theorem 3) that the proposed scheme solves the out-
put feedback practical tracking problem (i.e., tracking
with arbitrarily small error). Because of space limita-
tions all the proofs are omitted.



2 Problem Formulation and Assumptions

Consider the nonlinear system

ẋ = f(x, u)

y = h(x, u)
(1)

where x ∈ R
n denotes the state of the system, u ∈ R

m

is the control input, y ∈ R
p is the measurable output,

and the vector fields f and h are assumed to be suffi-
ciently smooth in their arguments. Our objective is to
solve the following problem.

Problem 1 (Output Feedback Practical Track-
ing): Given the dynamical system (1), a sufficiently
smooth reference trajectory r(t) = [r1(t), . . . , rp(t)]

>,
and a small scalar e0 > 0, design a dynamic output
feedback controller

ẋc = fc(xc, y, r)

u = hc(xc, y)
(2)

such that the closed-loop system (1)-(2) has the prop-
erty that there exists a T > 0 such that ‖e(t)‖ ≤ e0 for
all t ≥ T , and such that the internal states x and xc

are bounded for all t ≥ 0, and for all initial conditions
[x(0)>, xc(0)>]> ∈ A, for some closed set A.

Assumption A1 (Stable Inverse): For the refer-
ence trajectory r(t), there exist sufficiently smooth and
bounded functions xr(t) and cr(t) such that

ẋr = f(xr, cr)

r(t) = h(xr , cr)
(3)

for some initial condition xr(0), cr(0), and for all t ≥
0.

Assumption A1 requires the existence of an input-state
trajectory (cr(t), xr(t)) (a stable inverse of the plant in
the terminology of [2]) which reproduces the desired
output trajectory r(t) or, in other words, the existence
of a tracking manifold {x ∈ R

n |x = xr(t)} of (1) which
is made invariant under the action of cr(t). Within
an output regulation framework, A1 is equivalent to
requiring the existence of a solution to the regulator
equations.

Next, consider the change of coordinates x̃ = x − xr,
rewrite (1) in new coordinates as

˙̃x = f̃(t, x̃, u), (4)

and notice that the asymptotic stability of the origin
of (4) is equivalent to the attractivity of the tracking
manifold of (1).

Assumption A2 (Stabilizability of the Track-
ing Manifold): There exists a smooth function

ū(x̃, cr) such that ū(0, cr) = cr and the origin is a
uniformly asymptotically stable equilibrium point of
˙̃x = f̃(t, x̃, ū(x̃, cr)), with domain of attraction a closed
set D̃ ⊂ R

n, i.e., there exists (see [6]) a function V (x̃, t),
defined for x̃ ∈ D̃, which is continuous with continu-
ous partial derivatives, and continuous positive defi-
nite functions α1(‖x̃‖D̃) ∈ K∞, α2(‖x̃‖D̃) ∈ K, and
α3(‖x̃‖D̃) ∈ K such that

(i) α1(‖x̃‖D̃) ≤ V (x̃, t) ≤ α2(‖x̃‖D̃) (5)

(ii)
∂V

∂x̃
f̃(t, x̃, ū(x̃, cr)) +

∂V

∂t
≤ −α3(‖x̃‖D̃), (6)

for x̃ ∈ D̃, x̃ 6= 0, and all t ≥ 0, where ‖x̃‖
D̃

4
=

max
{

‖x̃‖, 1
ρ(x̃,D̃o)

− 2
ρ(0,D̃o)

}

, D̃o is the complement of

D̃ in R
n, and ρ(x̃, D̃o) denotes the distance of x̃ from

the set D̃o (i.e., ρ(x̃, D̃o) = infz∈D̃o ‖x̃ − z‖).

Note that ‖x̃‖
D̃

→ ∞ on the boundary of D̃. This,
together with the fact that α1 ∈ K∞, implies that

V (x̃, t) is proper on D̃. Next, let D
4
= {x ∈ R

n | x̃ ∈
D, for all t ≥ 0} represent the domain of attraction for
the tracking manifold in x coordinates. By the bound-
edness of xr(t) we have that if D̃ is compact then D is
also compact.

Assumption 2 states that when x(t), xr(t), and cr(t)
are available for feedback, the tracking manifold can be
made attractive by setting u = ū(x̃, cr). Unfortunately,
the problem of calculating xr(t) and cr(t) satisfying (3)
may be, in general, intractable. Hence, in the following
we will seek a way to estimate these functions on-line.

We now assume x in (1) to be observable from the
output y. In order to characterize the observability
properties of (1), consider the observability mapping

yx
4
= [y1, . . . , y

(k1−1)
1 , . . . , yp, . . . , y

(kp−1)
p ]>

4
= Hx(x, z),

where z
4
= [u1, . . . , u

(n1−1)
1 , . . . , um, . . . , u

(nm−1)
m ]> ∈

R
nu ,

∑p
i=1 ki = n, nu

4
= n1 + . . . + nm, 0 ≤ ni ≤

max{k1, . . . , kp} (when Hx does not depend on ui, then
we set ni = 0). Note that the vector z contains only the
derivatives of u that end up appearing in the mapping
Hx for the application at hand.

Assumption A3 (Observability): System (1) is ob-
servable over the set X × U ⊂ R

n × R
nu , i.e., there

exists a set of indices {k1, . . . , kp} such that the map-
ping ye = Hx(x, z) is invertible with respect to x and
its inverse is smooth, for all x ∈ X , z ∈ U .

Notice that A3 does not require (1) to be uniformly
completely observable (UCO), i.e., X ×U = R

n ×R
nu ,

and thus it relaxes analogous conditions commonly
found in the literature (see, e.g., [7, 8]).

Next, we introduce a condition to estimate the func-



tions xr(t) and cr(t) on-line. Before stating the as-
sumption, note that it is useful to think of (3) as a copy
of the plant with unknown state xr, unknown input cr,
but a known output which is the reference trajectory
r(t). Consider a compensator of the type

ζ̇r = a(ζr, xr, vr)

cr = b(ζr, xr),
(7)

where ζr ∈ R
q, vr ∈ R

m, a and b are sufficiently
smooth, and vr is the new input of the composite sys-
tem (3)-(7). The order q of the compensator is con-
strained to be greater than or equal to m, and the
compensator is required to be regular, i.e., its output
is able to reproduce any given function cr(t), provided
ζr(t) and vr(t) are appropriately chosen. Thus, the
regularity of (7) is related to its invertibility with re-
spect to cr. Define the observability mapping asso-
ciated with xr and ζr in the composite system (3)-

(7) as yxr,ζr

4
= [y1, . . . , y

(k̄1−1)
1 , . . . , yp, . . . , y

(k̄p−1)
p ]>

4
=

Hx,ζ

(

xr , ζr, vr, . . . , vr
(n̄u−1)

)

, where
∑p

i=1 k̄i = n + q,
0 ≤ n̄u ≤ max{k̄1, . . . , k̄p} − 1. Assume that the
compensator (7) is such that the composite system
(3)-(7) is observable. Since the observability proper-
ties of the plant, characterized by A3, hold for all
[x>, z>]> ∈ X × U which, in general, is a subset of
R

n ×R
nu , there exist trajectories (x(t), z(t)) for which

the mapping Hx is not invertible and hence x is not
observable. Analogously, since the observability prop-
erties stated in A3 clearly hold for the copy of the plant
(3), we have that the compensator (7) may generate
input trajectories cr(t) driving (3) in unobservable re-
gions. As a result, the observability properties of the
composite system (3)-(7) (and specifically the invert-
ibility of Hx,ζ) will not hold globally, so we will assume
the composite system (3)-(7) to be observable on some
suitable set Xa which we will specify in the assump-
tion to follow. Furthermore, we assume that the com-
pensator (7) is such that the mapping Hx,ζ does not
depend on vr, . . . , vr

(n̄u−1), so that the knowledge of
yxr,ζr

(the time derivatives of r) is sufficient to calcu-
late xr and ζr (by inverting Hx,ζ) and consequently cr

(by letting cr = b(xr, ζr)), even without knowing the
input vr. The following assumption states the above
requirements in a precise way.

Assumption A4 (Practical Internal Model):
There exists a compensator of the form (7), which we
call a practical internal model, which is regular (i.e., for
each x(0) and u(t) there exist ζ(0) and v(t) such that
b(ζ, x) = u, for all t ≥ 0) and such that the following
two properties hold for the composite system (3)-(7).
(i) Hx,ζ does not depend on vr and its derivatives, i.e.,
Hx,ζ = Hx,ζ(xr, ζr).
(ii) There exists a set of indices {k̄1, . . . , k̄p} such that
the mapping yxr,ζr

= Hx,ζ(xr , ζr) is invertible with re-
spect to xr and ζr, and its inverse is sufficiently smooth,
for all [xr

>, ζr
>]> ∈ Xa.

If the observability mapping Hx of the plant does not
depend on u then A4 is automatically satisfied and the
practical internal model is simply given by m integra-
tors, żi = vi, ui = ζi, i = 1, . . . , m. In the general case
when Hx depends on u and its time derivatives, one can
show that a sufficient condition for A4 to be satisfied
is that the plant (1) is differentially flat with respect
to the output y (see [9]). Notice also that there is a re-
lationship between the observability domain X ×U for
the plant and that of the composite system, Xa. In par-
ticular, by denoting Px(Xa) the projection of Xa onto
the x subspace and by b(Xa) the image of Xa under
the mapping b one has that Px(Xa) × b(Xa) ⊃ X × U .
Next, we need to guarantee that the reference trajec-
tory is contained in within an observable region.

Assumption A5 (Reference Trajectory): The
reference trajectory r(t) is such that, for all t ≥

0,
[

r1(t), . . . , r
(k̄1−1)
1 (t), . . . , rp(t), . . . , r

(k̄p−1)
p (t)

]>

∈

Cr ⊂ Hx,ζ(Xa), for some convex compact Cr.

This condition may be relaxed by requiring it to be
satisfied asymptotically, rather than for all t ≥ 0. In
this case, slight modifications in the proofs show that
the results of this paper still hold. Finally, we need
to make sure that the state and input trajectories of
the closed-loop system travel within the observable do-
main of the plant (at least in the ideal case when the
state feedback controller is employed). To this end, in
the following assumption we characterize a subset of
the domain of attraction D which is contained within
an observable region of (1). Given any scalar c > 0

let Ωc
4
= {x ∈ R

n |V (x − xr, t) ≤ c, for all t ≥ 0},
where V (x̃, t) is defined in A2, and note that for all
c > 0 we have that, by the properness of V and the
definition of D, Ωc ⊂ D. Let Ωz be the compact
set which is invariant with respect to the z trajecto-
ries (its existence follows from the smoothness of ū
and the boundedness of x(t), xr(t), and cr(t)), and
consider the mapping F : R

n × R
nu −→ R

n × R
nu ,

F(x, z)
4
= [Hx(x, z)>, z>]> which, clearly, is a diffeo-

morphism on X ×U ⊂ R
n ×R

nu , and assume that the
set X × U satisfies the following.

Assumption A6 (Topology of X × U): There ex-
ists a positive scalar c̄ such that F (Ωc̄, Ω

z) ⊂ Cξ ⊂
F (X ,U), for some convex compact Cξ.

This assumption, taken from [10], expresses the re-
quirement that there exist invariant sets Ωc̄ and Ωz

for x and z, respectively, which can be inscribed in an
observable domain whose image under F (the set Cξ)
is convex. Note that A6 implies that, when x = xr

and u = cr (i.e., when tracking is achieved), the state
of the plant is observable. This is a trivial necessary
condition for the solvability of the tracking problem by
output feedback.



3 Solution of Problem 1 Using a Separation
Principle

In this section we will develop dynamic output feed-
back controllers solving Problem 1 using a separation
principle. In order to do that we will formulate the
tracking problem in a way that will allow us to use the
methodology developed in [11, 10] for output feedback
stabilization. Our scheme employs two observers, the
first one is used to estimate the functions xr and ζr (and
hence also cr), while the second one estimates the state
of system (1). Projection algorithms are employed to
keep the observer estimates in within the observable
regions while preserving their convergence properties.
Next, the projected estimates are employed by the sta-
bilizer ū to drive the closed-loop trajectories inside an
arbitrarily small neighborhood of the tracking mani-
fold.

3.1 Estimation of xr(t), cr(t)
By using A1 and the regularity of compensator (7) we
have that there exists sufficiently smooth and bounded
functions ζr(t) and vr(t) such that

ẋr = f(xr, b(ζr, xr))

ζ̇r = a(ζr , xr, vr)

r(t) = h(xr, b(ζr, xr))

(8)

where cr = b(ζr, xr). Rewrite (8) as

ẋa = fa(xa, vr)

r(t) = h(xa)
(9)

where xa = [xr
>, ζr

>]>, and notice that A4 implies
that xa is observable with respect to r(t), viewed
as an output of system (9). The input of system
(9), the function vr, is in general not known but,
by A4, point (i), we have that the observability
mapping Hx,ζ associated with (9) does not de-
pend on it and, by A5, the identity [xr

>, ζr
>]> =

H−1
x,ζ

(

[r1, . . . , r
(k̄1−1)
1 , . . . , rp, . . . , r

(k̄p−1)
p ]

)

is well-

defined for all t ≥ 0. Hence, in theory, the problem
of estimating xr, cr could be solved by using the
approach of Teel and Praly in [12], i.e., by esti-
mating the derivatives of the reference trajectory
r(t), inverting the nonlinear map Hx,ζ , and setting
cr = b(ζr, xr). Assuming the analytical knowledge of
H−1

x,ζ is, however, too restrictive and hence, instead of
estimating the derivatives of r(t), we will rely on the
nonlinear observer introduced in [11] to estimate xr

and ζr, directly. The observer for (9) has the form

˙̂
ax = fa(x̂a, 0) +

[

∂Hx,ζ(x̂a)

∂x̂a

]−1

(Ea)−1La(r − r̂)

r̂ = h(x̂a)
(10)

where x̂a = [x̂r
>, ζ̂r

>]>, La = block-diag[La
1 , . . . , L

a
p],

La
i are Hurwitz vectors of dimension k̄i × 1, for i =

1, . . . , p, and Ea = block-diag[Ea
1 , . . . , Ea

p ], where Ea
i =

diag[ε, ε2, . . . , εk̄i ], and ε ∈ R. Notice that the un-
known function vr is replaced by 0 in (10). This is
due to the fact that here we estimate the state of the
dynamical system (9) in the presence of an unknown
input. In contrast to the result in [13] where a similar
observer is employed, the presence of vr here does not
allow us to guarantee asymptotic convergence of the
estimation error. The following weaker convergence re-
sult, however, will be sufficient for the purpose of solv-
ing Problem 1.

Theorem 1 Consider system (9) and suppose A4 is
satisfied with Xa = R

n × R
q. Then, the observer (10)

guarantees that x̂a(t) is bounded for all t ≥ 0 and, for
all δ, T > 0 there exists ε̄, 0 < ε̄ ≤ 1 such that ‖x̂a −
xa‖ ≤ δ for all t ≥ T , whenever ε ∈ (0, ε̄).

3.2 Estimation of x(t)
Next, we turn our attention to the problem of
estimating the state x in (1). To this end,
notice that the mapping Hx depends on z =

[u1, . . . , u
(n1−1)
1 , . . . , um, . . . , u

(nm−1)
m ]>. The standard

approach to estimate x entails adding m chains of in-
tegrators at the input side of (4):

żi,j = zi,j+1, j = 1, . . . , ni − 1
żi,ni

= u′
i, i = 1, . . . , m

ui = zi,1

(11)

and redesigning an appropriate control law for the aug-
mented system. In this way, the states of the i-th chain
of integrators represent the derivatives of ui. Next,
one can get x by estimating the vector yx containing
the time derivatives of y and setting x̂ = H−1

x (ŷx, z).
This idea, originally introduced by Tornambé in [7],
has later been employed throughout the output feed-
back control literature (see, e.g., [12]). The additional
design complication of finding a control law for the aug-
mented system, however, is a shortcoming one would
like to avoid. In the following, we will adopt one of the
two observer designs introduced in [10] which does not
require the analytical calculation of the inverse of Hx

and, moreover, avoids the design complication men-
tioned above by estimating the vector z. The reader
may refer to [10] for the details; here we will briefly
illustrate the proposed estimator and provide the con-
vergence result without proof. Consider the following
nonlinear observer,

˙̂x = f(x̂, û) +

[

∂Hx(x̂, ẑ)

∂x̂

]−1
[

(Ex)−1L (y − ŷ)

−
∂Hx(x̂, ẑ)

∂ẑ
(Ez)

−1
KC(u − û)

]

ŷ = h(x̂, û)

(12)



˙̂z = Aẑ + (Ez)
−1

K(u − û)

û = Cẑ
(13)

where L = block-diag[L1, . . . , Lp], K =
block-diag[K1, . . . , Km], and Li, Kj are Hurwitz
vectors of dimension ki × 1 and nj × 1, respectively,
for i = 1, . . . , p, j = 1, . . . , m. Analogously, we let A =
block-diag[A1, . . . , Am], B = block-diag[B1, . . . , Bm],
C = block-diag[C1, . . . , Cm], where Ai, Bi,and Ci

are in controllable/observable canonical form and
have dimensions ni × ni, ni × 1, and 1 × ni, re-
spectively. Finally, Ex = block-diag[Ex

1 , . . . , Ex
p ],

where Ex
i = diag[ρ, ρ2, . . . , ρki ] and ρ ∈ R, and Ez =

block-diag[Ez
1 , . . . , Ez

p ], where Ez
j = diag[ε, ε2, . . . , εnj ]

and ε ∈ R. Let U
4
= [u

(n1)
1 , . . . , u

(nm)
m ]>, then the

vector ż can be expressed as ż = Az + BU , and
u = Cz.

Theorem 2 [10] Consider system (1) and suppose
A3 is satisfied for X = R

n, U = R
nu , x and z are

confined to within a compact invariant set Ω, and U
is bounded for all t ≥ 0. Then, the cascaded observers
(12)-(13) guarantee that x̂ and ẑ are bounded for all
t ≥ 0, and the estimation error converges arbitrarily
fast to an arbitrarily small neighborhood of the origin,
i.e., for all δ, T > 0, there exist ρ̄, ε̄, 0 < ρ̄, ε̄ ≤ 1, such
that ‖x̂ − x‖ ≤ δ, ‖ẑ − z‖ ≤ δ, for all t ≥ T , whenever
ρ ∈ (0, ρ̄), ε ∈ (0, ε̄).

3.3 Observer Estimates Projection
The estimates x̂a = [x̂r

>(t), ζ̂r
>(t)]>, x̂(t), and ẑ(t)

generated by the observers (10) and (12)-(13) cannot
be directly used in the closed-loop design for two rea-
sons. First, the observer estimates are well-defined
only when A3 and A4 hold globally. Furthermore, the
observers (10)-(12) and (13) exhibit “peaking” which
may destroy the closed-loop stability. In order to
eliminate the peaking phenomenon and, at the same
time, guarantee that the observer estimates x̂a(t), x̂(t),
and ẑ(t) are confined to within observable regions, we
apply the projection idea of [11, 10]. In what fol-
lows we define the projection of x̂a(t) on the com-
pact set H−1

x,ζ(Cr), where Cr is defined in A5. Let

ξr = Hx,ζ(xr, ζr), ξ̂r = Hx,ζ(x̂r, ζ̂r) = Hx,ζ(x̂a), and

note that
˙̂
rξ = (∂Hx,ζ(x̂a)/∂x̂a) ˙̂

ax, which is well-
defined when x̂a ∈ Xa. The projection is defined by

˙̂P
ax =

[

∂Hx,ζ

∂x̂a

]−1
{

Pa(x̂a, ˙̂
ax)

}

(14)

Pa(x̂a, ˙̂
ax) =



















˙̂
rξ − Γ

Nr(Nr
˙̂
rξ)

N>
r ΓNr

if N>
r

˙̂
rξ ≥ 0

and ξ̂r ∈ ∂Cr

˙̂
rξ otherwise

where Γ1 = (S1Ēa)−1(S1Ēa)−1, S1 = S>
1 denotes the

matrix square root of P1, the solution of the Lya-
punov equation (A − LC)>P1 + P1(A − LC) = −I,
Ēa is the scaling introduced in the proof of Theorem
1, and Nr(x̂a) is the normal vector to ∂Cr, the bound-
ary of the set Cr, at x̂a. A straightforward adapta-
tion of Lemma 1 in [11] to the case under consider-
ation shows that, if A5 holds and (14) is applied to

(10), x̂P
a (t) = [x̂P

r
>, ζ̂P

r
>]> is bounded and contained

in the observable region Xa for all t ≥ 0. Moreover, the
original convergence characteristics of the observer in
Theorem 1 are preserved.

Next, we turn our attention to the estimates x̂(t) and
ẑ(t). In order to guarantee that the observer (12)-(13)
is well-defined when the observability assumption A3
does not hold globally, we need to apply the projection
to x̂ and ẑ. Let ξ = Hx(x, z), ξ̂ = Hx(x̂, ẑ), and note

that
˙̂
ξ = [∂Hx(x̂, ẑ)/∂x̂] ˙̂x + [∂Hx(x̂, ẑ)/∂ẑ] ˙̂z, which is

well-defined when x̂ ∈ X , ẑ ∈ U . Further, let P2 be
the positive definite solution of the Lyapunov equa-

tion P2(A − KC) + (A − KC)>P2 = −I, and Ēx 4
=

block-diag[Ēx
1 , . . . , Ēx

p ], Ēz 4
= block-diag[Ēz

1 , . . . , Ēz
m],

where Ēx
i

4
= diag

[

1/ρki−1, . . . , 1
]

, i = 1, . . . , p, and

Ēz
i

4
= diag

[

1/εni−1, . . . , 1
]

, i = 1, . . . , m. We are now
ready to define the projections for x̂(t) and ẑ(t):

˙̂xP =

[

∂Hx

∂x̂

]−1 {

P1

(

ξ̂,
˙̂
ξ, ẑ, ˙̂z

)

−
∂Hx

∂ẑ
˙̂zP

}

P1

(

ξ̂,
˙̂
ξ, ẑ, ˙̂z

)

=



































˙̂
ξ − Γ1

Nξ

(

N>
ξ

˙̂
ξ + N>

z
˙̂z
)

N>
ξ Γ1Nξ + N>

z Γ2Nz

if N>
ξ

˙̂
ξ + N>

z
˙̂z ≥ 0

and [ξ̂>, ẑ>]> ∈ ∂Cξ

˙̂
ξ otherwise

(15)
˙̂zP = P2

(

ξ̂,
˙̂
ξ, ẑ, ˙̂z

)

P2

(

ξ̂,
˙̂
ξ, ẑ, ˙̂z

)

=



































˙̂z − Γ2

Nz

(

N>
ξ

˙̂
ξ + N>

z
˙̂z
)

N>
ξ Γ1Nξ + N>

z Γ2Nz

if N>
ξ

˙̂
ξ + N>

z
˙̂z ≥ 0

and [ξ̂>, ẑ>]> ∈ ∂Cξ

˙̂
ξ otherwise

(16)

where Γ2 = (S2Ēz)−1(S2Ēz)−1 and S2 = S2> de-
notes the matrix square root of P2. Finally, Nξ, Nz

are the ξ and z components of the normal vector N
to ∂Cξ, the boundary of Cξ, at ξ̂, ẑ i.e., N(ξ̂, ẑ) =
[

N>
ξ (ξ̂, ẑ), N>

z (ξ̂, ẑ)
]>

. Using projection (15), (16) and

A6, it is again possible to prove that x̂P (t) and ẑP (t)
are contained in the observable region X × U for all
t ≥ 0 and the results of Theorem 2 are preserved.



3.4 Solution of Problem 1
Taking in account the restriction on c̄ imposed by A6,
choose a scalar c such that 0 < c < c̄ (therefore Ωc ⊂
Ωc̄ ⊂ D).

Theorem 3 Suppose that A1-A6 hold. Then, there
exist positive scalars ε̄, ρ̄, ε̄ such that the output feed-
back practical tracking problem is solvable on A =
{

x ∈ R
n, xc ∈ R

2n+nu+q |x(0) ∈ Ωc, x̂
P
a (0) ∈ H−1

x,ζ(Cr) ,

[x̂P >(0), ẑP>(0)]> ∈ F−1(Cξ)
}

, for any 0 < c < c̄,

by letting u = ū(x̂P − x̂P
r , b(ζ̂P

r , x̂P
r )) be the output

of the dynamic output feedback controller given by
the observers (10), (12)-(13), and the projections

(14), (15)-(16), with state xc
4
= [x̂P

a
>, x̂P >, ẑP >]>

= [x̂P
r
>, ζ̂P

r
>, x̂P >, ẑP >]> ∈ R

2n+nu+q, and choosing
ε ∈ (0, ε̄), ρ ∈ (0, ρ̄), ε ∈ (0, ε̄).

Theorem 3 implies that, if A2, A3, and A4 hold glob-
ally, then the solution of Problem 1 is semiglobal, i.e.,
Cξ and Cr can be chosen arbitrarily large, and A can
be chosen to be an arbitrarily large compact set in
R

2n+nu+q. Recovering the asymptotic stability of the
tracking error requires more stringent conditions than
those introduced in Section 2.

Conclusions. We have shown that the output feed-
back (practical) tracking problem can be solved if one
can find a compensator (the practical internal model)
yielding suitable observability properties in the closed-
loop system. It can be shown (see [9]) that, within
an output regulation framework, the methodology in-
troduced here can be used to yield semiglobal asymp-
totic tracking provided the plant equation is not af-
fected by any disturbance. Hence, it must be stressed
that, contrary to current results in output regulation
theory (see, e.g., [14]), the methodology presented here
does not handle the presence of uncertainties or distur-
bances: more research is needed to address this con-
cern. On the other hand, however, the class of sys-
tems considered in this paper is not restricted to be in
lower triangular form, nor are the reference trajecto-
ries restricted to be the outputs of a known exosystem.
In this respect, the practical internal model may be
viewed as a robust counterpart of the standard inter-
nal model, in that it can be used when the information
about the exosystem is not accurate, or even when the
exosystem is not present at all. Finding necessary and
sufficient conditions for the existence of a practical in-
ternal model, as well as a constructive methodology to
find it, represent open research topics.
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